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ABSTRACT

Manv industrial reactors are inherently limited by imperfect

mixing. The flow fields of such reactors are so complex that tradi-

tional turbulence models based on Lhe Navier-Stokes and component

continuity equations are impractical, particularly when complex

reactions are involved. Mechanistic models are much better suited for

such applications. In this work, five mechanistic models of mixing

and chemical reaction were evaluated in terms of their ability to
J"

predict the selectivity of competing reactions. Although all five

models were found to be interrelated through an analogy to the isotropic

turbulence mixing theories of Corrsin (1964) and Rosensweig (1964), and A1

they successfully correlated single, second-order reaction data

published in the literature (Vassilatos and Toor, 1965), it was demon-

strated via numerical simulation of two competing reactions in a plug

flow reactor that they may predict grossly different selectivities.

Experiments were conducted in a highly segregated but well char- .

acterized turbulent plug flow reactor to obtain data for competing

reactions. The azo-coupling of 1-naphthol with diazotised sulfanilic

acid (Bourne reactions) was used as the reaction system. Concentration

of reaction products was measured by absorption spectrophotometry with

a fiber-optic probe. Turbulence measurements in the reactor were

obtained with a pulsed Doppler Ultrasound Velocimeter. These measure-

ments indicated that the mean velocitv profile was nearly flat and the

turbulence nearly homogeneous. Thirty-seven mixing-reaction experiments

were performed, covering three feed stoichiometries (0.4, 1.0, 1.5)

under constant mixing conditions and three different mixing conditions
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,. L"



at a fixed feed stoichiometry (1.5). The difference among model

predictions was much larger than the experimental errors. The four- I

environment model of Mehta and Tarbell (1983) was found to successfully

correiate the experimental data and is recommended as a general chemical

reactor model for homogeneous systems. The other four mechanistic

models either were unable to predict experimental selectivity or %

required prohibitive amount of computational time for such a predic-

tion.
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I. INTRODUCTION 0,

A proper understanding of mixing in chemical reactors is of vital

importance in many industrial applications. Liquid phase mixing plays

a critical role in precipitation processes where the shape and size of

relatively insoluble precipitate can be significantly altered by

changing the local mixing environment near the feed port (Garside,

1985). Similarly, the degree of mixing in the reactor strongly S

influences the initiator consumption in some commercial polymerization

reactors (Van der Molen et al., 1982). MIixing is also recognized as a key

factor affecting overall performance of a combustor--both in terms of 0 •

fuel efficiency and formation of pollutants (Pratt, 1982).

The classical perfectly mixed reactor model is one of the most

useful models in chemical reactor design. However, the model is based

on the assumption that immediately after entering the reactor, the feed-

stream is distributed uniformly at the molecular level throughout the

reactor volume, and there are no spatial gradients of concentration

.p . p*

or temperature. Furthermore, whether the reactants are fed premixed

or separately is of no consequence. Thus, the model completely

ignores the details of the mixing process which precedes the chemical S

reaction. For fast reactions, where the mixing rate is comparable or J,

slower than the reaction rate, the perfectly mixed reactor model is

clearly inadequate. The problem of modeling mixing and fast reactions

is an old one and has spurred publication of several plausible

models in the past. However, it is difficult for a practicing

engineer to choose among these diverse models with any degree of

certainty as very few have been validated against a well-defined set

4



of exDerimental data. The principal aim of this work is to obtain data

to discriminate among several rival models by experimentally studying

the effect of mixing on the selectivity of two fast competing

reactions.

The thesis is organized as follows. In Chapter II, several

popular approaches to chemical reactor modeling are reviewed. A par-
V

ticular class of models called "mechanistic models" is given special
0

emphasis. Five mechanistic models having a turbulence analogy with

known statistical turbulence theories are briefly described.

Chapter III is devoted to the theoretical foundations of the

present work. The turbulence analogy of five mechanistic models is

evaluated by using published single second-order reaction data. This is

followed by numerical simulation of two competing reactions in a

highly segregated plug flow reactor. The results of these simulations

provide a background for the experimental design.

The details of the experimental design are considered in Chapter

IV while Chapter V is devoted to measurement techniques, methods of 4,

analvsis and details of the operating procedures. U
Experimental results are presented in Chapter VI along with a

comparison of model predictions with the data and a discussion of the

results. The major conclusions of the work are highlighted in Chapter U
VII. Finally, possible avenues of further research are suggested in

Chapter VIII.

%.P



II. LITERATURE REVIEW

A. General Review

A great deal of work has been done on mixing from a chemical

engineering viewpoint, starting in 1953 with Danckwerts' pioneering

papers. In his first paper, Danckwerts (1953a) introduced the concept

of residence time distribution (RTD). RTD is a useful characteriza-
L

tion of large-scale fluid motion which has come to be known as

macromixing. In another paper (Danckwerts, 1953b), he considered the

'Liaracterization of "local texture," subsequently known as micro-

mixing, of a nonuniform mixture. He defined two characterizing quan-

tities, namely, the scale and intensity of segregation. The scale of

segregation is related to underlying fluid mechanics and is analogous

to the scale of turbulence used in the statistical theory of turbulence. S

On the other hand, the intensity of segregation depends upon the .

interaction of diffusion fluxes with the chemical kinetics in the

context of chemical reactors. Although Danckwerts showed how to use

a diffusion controlled reaction (e.g., acid-base neutralization) to

determine the intensity of segregation (Danckwerts, 1958), his method

of characterizing micromixing did not find much practical use because

of inherent experimental and conceptual limitations. For example, it

was not possible to predict intensity of segregation for a slower

reaction from the acid-base measurements. Yet, the concepts of scale

and intensity of segregation have provided the framework for nearly

all the subsequtut work in this area. Most of the mechanistic

modeling has proceeded along two distinct directions. In one, much -_

emphasis is laid on the size of the segregation scale which, in turn,

3



influences the intensity of segregation (e.g., slab-diffusion type

models to be described later on). In the other, no attention whatso-

ever is paid to the scale of segregation and vet, based on a proposed

physical picture of turbulent mixing, all levels of segregation

intensity are accounted for (e.g., environment and coalescence-

redispersion models to be described later on). Bourne (1983) has

chronicled part of these developments from a historical perspective.

Substantial progress is also being made in modeling turbulent

reacting flows based directly on the Navier-Stokes and component

continuity equations. However, the flow in most systems of practical

interest is sufficiently complex that accurate modeling is a formidable

task (Patterson, 1981). Since mechanistic models can accommodate many

of the complexities of practically relevant chemical reactors, our

discussion is limited only to the mechanistic wodels.

Villermaux (1983) provides an extensive review of mechanistic

models. All of the mechanistic models contain at least one "micro-

mixing parameter" whose magnitude determines the level of turbulent

micromixing in the reactor. The micromixing parameter has generally

been treated as an empirical parameter available for correlating

experimental data. Because of the supposed empirical nature of the

micromixing parameter, most of the mechanistic models have been viewed %

as lacking a physical basis and have thus been regarded with skepticism

--particularly in the context of such important applications as

reactor scaleup. The overwhelming variety of models have also led

some to believe that given a little imagination, any number of equally

plausible models can be conjured up (Villermaux, 1983).

In a recent work, Tarbell and Mehta (1985) have shown that five

q,4. For0
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mechanistic models (the coalescence-redispersion (CRD) model of Curl

(1963), the slab-diffusion (SD) model of Mao and Toor (1970), the

interaction-by-exchange with the mean (IEM) model of Villermaux and

Deviilon (1972), the three-environment (3E) model of Ritchie and

Tobgy (1979), and the four-environment (4E) model of Mehta and Tarbell

(1983a))are analogous to theories of isotropin turbulent micromixing

as expressed by Corrsin (1957, 1964) and Rosensweig (1964, 1966). The 4.

analogy is based on the analytical demonstration that the decay law

for the variance of concentration of a nonreactive tracer as derived

from the mechanistic models has the same form as that derived from

direct turbulence theory. For a batch (plug flow) mixer the variance J

decay takes the form (Tarbell and Mehta, 1985)

2

I - i 2 = exp(-T/Tm ) (1)

0

where I is the intensity of segregation, Tm is a time scale for

turbulent micromixing which is characteristic of the fine structure of

the turbulence, and T is the time (residence time). The following

estimates of T have been provided:
m

~~ 0.1(L/) / 3  1 /)/2n
Tm s0.5[4(L2/d1 + (/S) 1/2 NSc >> 1 (liquids) (2)

2 2/3(L/)/
Tm 2 (5/r) (L s / NSc 1 1 (gases) (3)

(3-N-c)
Sc

where L is the integral length scale of the concentration field, c is
s

the turbulent kinetic energy dissipation rate per unit mass, v is the

fluid kinematic viscosity, and NSc is the Schmidt number. All of these

quantities are directly measurable or readily estimated.
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The relationships of the micromixing parameters of the mechanistic

models to the time scale of isotropic turbulent mixing (T ) as required %
m

by the turbulence analogies are summarized in Table 1. Figure 1

summarizes the physical picture underlying each model for the case of

a plug flow mixer fed with two separate streams carrying A (dark) and

B (light), respectively. The left-hand panel in Figure 1 represents

the initial inhomogeneity while movement to the right shows the decay '

of inhomogeneitv at successive residence times. Each model is briefly

described below.

B. Mechanistic Models with a Turbulence Analogy •

U,.

1. Coalescence-Redispersion (CRD) Model

The CRD model was originally proposed by Curl (1963) to describe

dispersed phase droplet mixing and concurrent chemical reaction. In .

Curl's view, a chemical reactor population consists of a large number

of equal size droplets each having uniform concentration and behaving

as an ideal batch reactor. Mixing takes place by random and instan-

taneous pairwise coalescence, concentration homogenization, and.N

redisperzion into an identical pair of droplets. In the turbulence '

0

analog for a homogeneous fluid, we might view Curl's droplets as

(isotropic) turbulent eddies and the coalescence rate as a measure of

the rate of turbulent micromixing. CRD is basically a deterministic -

population balance model and the governing equation is an integro-

differential cquation for the probability density function (Curl. 1963;

Evangelista et al., 1969; Kattan and Adler, 1972). The micromixing

parameter of the model, I, is the average number of collisions experi-

enced by an eddv during its passage through the mixer.

,..- ,, , .'. .'' 7,..6 -,," "F"."" "" "' " " -'1" " r. ,,, r .' ,,,i,,,,,,.. .-- ,- - - -=-
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Table I

Summary of Turbulence Analogies

Model Micromixing Analogy Comments

Parameter 4,1

2T
CRD II= I -- Valid at all flow rate ratios

T
m

SD S = 27rm Approximately valid at equal
flow rates, invalid other-

wise S

iEM h 11 Valid at all flow rate ratios
2T -
m

3E R R _ 1 Valid at all flow rate ratiosS m -'

m '

4E R R 1 Approximately valid at equalS ,S 7"'%m flow rates, more accurate
at unequal flow ratios 0

%

'.%

•]
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2. Slab Diffusion (SD) and Related Models

The SD model of Mao and Toor (1970) was developed to describe a

chemical reactor with a plug flow RTD and separate feedstreams of

reactants (A and B). In the Mao and Toor picture the reactor fluid is

made up of two planar slabs with a common interface open to diffusion

and impermeable outer surfaces. The slabs enter the reactor completely

segregated (pure A in one and pure B in the other) and they proceed

to intermix by molecular diffusion and undergo chemical reaction as

they move through the reactor at the mean fluid velocity. The mixing

parameter of the model is the double slab thickness, S. In its

original formulation the SD model applies only to reactors with equal -

flow rate reactant streams, and the turbulence analogy (Table 1) onlv

applies to that case.

For unequal flow rates, if flow inequality is reflected through

unequal slab thicknesses, the analogy does not hold. On the other hand,

if slab size is assumed to be solely determined by 7 al fluid

mechanics, one could argue, as Baldyga and Bourne (1984) have done, . N,

that slab thicknesses should be independent of flow rate ratio for %

dilute, isothermal svstems. However, in that case it is not clear how

the model can account for the effect of feed flow rate variation on -,*

reactor performance. It is simply concluded that the SD model-, in its

original formulation, does not possess a turbulence analogy when feed

flow rates are unequal. .

The original SD model is limited to reactors with a plug flow RTD

although Guerden and Thoenes (1972) have extended the model to include

an arbitrary RTD (with the restriction that the RTD for each feedstroam

be the same). In the past few years, Ottino et al. (1979) have

W
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developed a "lamellar" mixing model which provides a generalization

of the SD model through incorporation of local fluid deformations

(shear, extension, etc.) as well as micromixing. However, these

models are limited by the fact that flow elements are segregated from

their surroundings, and thus "age" mixing is prohibited. The

"stretching lamina'" model of Angst et al. (1982) is essentially a

much simpler (vis-a-vis Ottino et al.) version of an SD model with

local fluid deformation. However, it suffers from the physically

unrealistic assumption of a diffusion barrier to one of the reactants. I rNII

The model of Angst et al. (1982) does not possess a turbulence analogy

in the same sense as referred to earlier.

3. Interaction by Exchange with the Mean (TEM) Model

As pointed out by Villermaux (1984), the basic idea of the IEM

model was suggested by Burgers as early as 1951 (Burgers, 1951).

However, the model was independently developed in its present form by

Villermaux and co-workers (1972, 1975) as an outgrowth of the work of .

Harada et al. (1962) and was originally conceived for application to

stirred reactors only. For a two-feedstream perfectly stirred reactor, 711
the IEM model consists of two eddies--one associated with each feed- _

stream--which act as well-mixed batch reactors having mass exchange A
with a mean environment whose concentration is assumed to be constant

and to coincide with the mean concentration leaving the reactor.

Micromixing is described by a first order exchange process between the ", %

mean environment and each eddv (the eddies do not interact directly)

with concentration difference as the driving force. The exchange rate

is characterized by a mass transfer coefficient, h, which is the

,-. '

%*
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micromixing parameter of the model. The turbulence analogy for the

IEN model was apparently first recognized by Costa and Trevissoi

(1972) in the context of perfectly stirred reactors. In this work the

IEM model is applied to plug flow reactors. It is easy to show that

the same turbulence analogy applies to plug flow reactors by inserting

a plug flow residence time distribution function into the analysis of

Tarbell and Mehta (1985; Equations (18)-(23)).

4. The Three-Environment (OE) Model

The 3E model was developed by Ritchie and Tobgy (1979) to

describe chemical reactors with two feedstreams. It is an extension

of "two-environment model" of Ng and Rippin (1965) for premixed feed

reactors to separate feedstream reactors. In the 3E model, two

entering environments (E.E.'s), one for each reactant feedstream in a

two-reactant system, are assumed to supply a single leaving environment

'(L.E.) at rates proportional to their respective masses. While each E.E.

acts as a totally segregated reactor (no age or species mixing), the

L.E. behaves as a maximum mixedness reactor (complete age and species

mixing). As pointed out bv Mehta and Tarbell (198 3 a), the E.E.'s

should be viewed as lumped representations of turbulent eddies of pure

reactant which have onlv interacted with other pure reactant eddies

and as such, they model the extremes of the turbulent concentration

spectrum. The L.E. is a lumped representation of eddies in the inter-

mediate region of the turbulent concentration spectrum. .Iicromixing '-"

is modeled by the first order transfer of material from the E.E.'s to

the L.E. with a transfer coefficient R which is the model's micro-

mixing parameter.

,' , . ,F P ,.%N N N 'N



The 3E model has a very general structure which can accommodate

an arbitrary RTD for each feedstream all within the computationally

efficient format of ordinary differential equations. Since there are

only three effective eddies in the model, the computations should be

modest by comparison to those required for Monte Carlo simulations with

the CRD model (300 eddies).

In spite of many positive attributes, the 3E model is lacking in

an important structural feature which the CRD, SD, and IEM models

possess--the presence of reacting regions which are rich in each of the

reactants in a two-reactant (A and B) feedstream reactor. The 3E model

has only one reacting environment with reactant concentrations at the

mean of the concentration spectrum. This structural feature of A rich

and B rich regions becomes very important in competing reaction systems

where the stoichiometric ratio of the reactants may have a profound

effect on the selectivity. This point is discussed further in a later

chapter.

5. The Four-Environment (4E) Model

To overcome the limitation of only a single reacting environment

in the 3E model, Mehta and Tarbell (1983a) developed the 4E model by

introducing a separate L.E. for each feedstream and allowing mutual . %I

. N

interaction between the L.E.'s. The reactant stoichiometrv of each

L.E. mav now be rich in the reactant fed through its respective E.E.

The 4E model retains the basic features of the 3E model. The ZW

E.E.'s are segregated flow reactors; the L.E.'s are maximum mi:x:edness V

reactors; and the transfer of material from E.E. to L.E. is first order

in the mass of the E.E. with a transfer coefficient R It is further

U
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assumed that the reversible transfer between L.E.'s is first order in

the mass of each L.E., also with a transfer coefficient R . The two
s

L.E.'s of the 4E model are a somewhat finer lumped representation 
of %

the intermediate region of the turbulent concentration spectrum than

the single L.E. of the 3E model. But more importantly, they provide

the structural feature of multiple reacting regions.

The mathematical structure of the 4E model is similar to that of

the 3E model with an additional set of material balances required for

the second L.E. (see Mehta and Tarbell (1983a) for complete details).

Thus, the computational requirements of the two models are similar.

O

%N

S

S' E

D

, ,.'S!! -
. . . . . . . . . . . . . . . . . . . . ..



III. BACKGROUND FOR THE PRESENT WORK S

The existence of a turbulence analogy for the models described

earlier blunts the criticism that all such models are useful only for

data correlation. A priori estimation of the micromixing parameter ---

is possible now. Tarbell and Mehta (1985) and more recently, Chang ... ,

et al. (1985) have shown that all five mechanistic models which have

a turbulence analogy are well supported by single second-order

reacLion data in various reactors, and that the micromixing parameters

required to fit single reaction data are in accord with Corrsin's I%

expression of T m . However, these models are not all equivalent. 0

Chang et al. (1985) have demonstrated this through numerical simula-

tions of competing reactions in a PFR. These results emphasize the
I

importance of certain structural features of the mixing models which

are independent of the existence of a turbulence analogy. They also

point towards the importance of obtaining experimental data for

competing reactions in a highly segregated PFR to discriminate among

rival mixing models. The remainder of this chapter is based on the

study by Chang et al. (1985).

A. Experimental Evaluation of the Turbulence Analogies
for Single Reactions

First, the simulation of representative experiments of Vassilatos

and Toor (1965) are considered using the five models possessing a

turbulence analogy. In these often quoted experiments, single,

irreversible, second-order reactions (A+B - P; rA -kCACB) were
A A B

studied in an isothermal, turbulent flow, tubular reactor. The hvdro-

dynamics were maintained constant while the reaction rate was varied

14 _
_

% ~ ~
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over nine orders of magnitude. For brevity, simulation of onlv three

experiments are considered, although they span the entire range of

reaction rates (see Table 2). In these experiments, the two aqueous

reactant solutions were separately introduced through 100 alternate

jets, and the reaction proceeded in the resulting microscale inhomo-

geneous mixture. Since no RTD measurements were reported, it has

generally been assumed in models of this reactor that an ideal plug

flow RTD is appropriate. Since the flow rate of each stream was main-

tained constant, the feed stoichiometrv was varied by changing the

concentration in one of the feed streams.

In a previous work, Mehta and Tarbell (1983b) simulated Vassilatos

and Toor's data with both the 3E and 4E models assuming a plug flow RTD.

For each model they determined the value of the parameter Rs which

provided the best fit (mean square error minimization) to the entire

data set. That resulted in a value of 7 = 0.0082 sec through use of
m

the turbulence analogy (Table 1). This value of T is used to ®
m

calculate the micromixing parameter for each model based on the

turbulence analogy (Table 1), to simulate the three cases listed in

Table 2. The results are displayed in Figure 2. Numerical methods

are discussed in the next section.

For the "slow" reactions (Figure 2a), the data and all of the

models follow the maximum mixedness prediction closely. Both the
m

"moderately fast" and "very fast" reactions are fairly well described

by all of the models although IEM provides the best and 3E the worst

fit to the data. Overall, the comparisons are quite favorable for

all models, and this lends significant support to the turbulence

analogies since each model employs the same value of T
m

%p

' .4
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Figure 2. Comparison of model predictions with data of Vassilatos and
Toor (1965): (A) slow reactions; (B) moderately fast
reactions; (C) very fast reactions
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Experimental evaluation of the turbulence analogy is pursued

further bv noting that McKelvey et al. (1975) have determined T in a~m

duplicate of Vassilatos and Toor's reactor by measuring the decay of

concentration fluctuations with distance downstream of the injector '

in a nonreactive system. T (as defined by Equation (1)) was observed~m

to be a function of axial position: its value was 0.0042 sec at 1.1 "

cm, and 0.015 sec at 3.02 cm. No significant reaction took place

beyond this entrance region of the reactor for the "moderately fast"

and "very fast" reactions (Figure 2). Thus, the average value of Tu
m

measured in the reaction zone was 0.0096 sec, which is within 17

percent of the value determined independently by fitting the mean

axial concentration profiles (-c = 0.0082 sec was employed in them

simulations of Figure 2). This lends support to the interpretation

of micromixing parameters in terms of turbulence properties.

Treleaven and Tobgy (1973) studied single, second order, liquid

phase chemical reactions in a tubular reactor with one reactant

entering through a single central jet and the second reactant through

the annulus surrounding the jet. Individual feedstream RTD data had

been obtained previously (Treleaven and Tobgy, 1972a). A range of

feed stoichiometric ratios (0.1 - 15.0) and flow rate ratios (1.0 - -

3.0) were considered with reactions which could be described as

"moderately fast" in the sense of Vassilatos and Toor's experiments. A?

Treleaven and Tobgy (1972b) used experimental RTD information

and a CRD model to simulate the experiments, while Ritchie and Tobgy

(1979) used the same data in 3E model simulations, and also reported

results of simulations with the SD model (Ritchie and Tobgy, 1978).

For the cases which were simulated by all three models, the best fit

%.
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values of T determined by the turbulence analogies (Table 1) are
m

nearly identical--differing by at most 8 percent. These observations

provide additional support for the turbulence analogies. 0

It should also be pointed out that Mehta and Tarbell (1983b)

accurately modeled the extensive set of perfectly stirred reactor data

reported by Plasari (1976) with the 3E and 4E models and found values

of T which were within 10 percent of estimates based on Equation (2). -m

The comparisons in this section indicate that the five mechan-

istic models and their turbulence analogies are quite strongly supported

by experimental data involving a single chemical reaction. This raises

an important question: Is it possible to clearly discriminate among ..-.

the models? 
4.

It has been generally recognized that rapid competing reactions

of the type %

k

A +B -R
k~ 2

R+ B - S

are particularly sensitive to mixing as reflected in the selectivity

(2Cs/[CR + 2Cs]). However, Ritchie and Tobgy (1974) have shown viaS R S .. J.

numerical simulations that the CRD and IEM models vield nearly the

same selectivitv predictions for such competing reactions in a perfectly

stirred reactor when the micromixing parameters of the two models are 0

related by: 4T/I = 1/h, as prescribed bv the turbulence analogies

(Table i) and I > 4 (we will return to this point in a later section).

Prompted by this and other model comparisons, Villermaux (1983)

suggested that all such mechanistic models are approximately equivalent.

r~ J.

._v-



Indeed, from analvsis of single reaction data, one would tend to

concur. However, in the next section it will be demonstrated that the

models are not equivalent through simulations of a plug flow reactor

with competing reactions. Unmixed feedstream plug flow reactors are

intrinsically more sensitive to micromixing than stirred tanks becr ise
,Fi'

both reactant concentration and reactant segregation are elevated in

the entrance region of the reactor. Backmixing in stirred tanks tends

0
to reduce both of these effects.

B. Numerical Simulations for Competing Reactions
i by same ",.. -.%il

For simulations, a tubular reactor with two separate feedstreams,

each characterized by the same plug flow RTD, by individual flow rates e.p

QA and QB' and by unmixed reactant concentrations CAO and CBO is %

considered. For the competing reaction scheme the kinetics of the

diazo-coupling reactions reported by Bourne and co-workers (1.981) is

3 3
employed. The kinetic rate constants are: k = 7.3 x 10i m3/mol/s;

k /k = 2086. Through several preliminary simulations it was found

that a clear discrimination of the mixing models is apparent when the

micromixing time constant is set at T = 0.315 s, and thus all of the I
results to be presented -re based on this value. This T is some 38

times larger than that d. -3cribing Vassilatos and Toor's reactor, and

is thus characteristic of a highly segregated reactor.

1. Numerical Techniques

All of the simulations were carried out on an IBM 3033 computer. 'P,,f

The CRD model was solved bv Monte Carlo methods (Spielman and

Lcvcnspiel, 1965; Treleaven and Tobgy, 1972) using a random number

generator to select pairs of eddies for instantaneous mixing and 'e-

I . ;. ,../ .. :.,>., . . . . .. .. :. .-'..-.-,',' -.-'.-'-.'- , : ., -," ... .........- ... .:-.:. -£..:.-,,.. ; ; : . . . . ,' " ", " " "'": , ; ,... ' -,- ,, , ' , .;" - -



redispersion. Each eddy in the ensemble was treated as a batch

reactor with appropriate material balances accounting for the reac-

tion kinetics. Between collisions the eddv material balances were

integrated by simple first order explicit predictor-corrector methods.

Three hundred eddies were maintained in the ensemble and no signifi-

cant changes in predictions were observed when the number of eddies

was increased to 500. Typical computation times for CRD simulations

varied between 500 and 5000 CPU seconds while all of the remaining

models required no more than 15 seconds. The 3E, 4E, and IEM models

required numerical integration of systems of nonlinear ordinary

differential equations which was carried out with standard IMSL routine,

DVOGER based on Gear's method. The partial differential equations of

the SD model were solved by a fully implicit finite difference method

with 100 uniformly spaced grid points to cover the double slabs. The

3F and 4E model equations were available in Mehta and Tarbell (1983a).

. %.,

The IEM and SD equations were simple extensions of equations available

in Tarbell and Mehta (1985), incorporating appropriate reaction rate

terms and separate material balances for each species.

The computer codes were extensively checked for accuracy and

convergence (see Appendix A.l-A.5 for computer codes). In particular,

the predictions of all five models were ccmpared with available

analytical expressions for two asymptotic cases: (I) diffusion of an

inert tracer (kI = k = 0; C = 0), (2) competing reactions under

maximum mixedness conditions (T - 0). In the first case, the predicted
m

value of the tracer concentration variance was compared with the exact

analytical expression presented in Tarbell and Mehta (1985), and the

agreement was alwavs found within 0.1 percent on a reiative basis. For

..
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the maximum mixed condition, very low values of T were emploved (T =
m m

0.0001 sec, 0.0003 sec) and the predictions were observed to be

indeendent of T .m Next, for a sequence of values of C (average
ndene of Avera

concentration) predicted by each model, the associated values of CR

and CB were compared with values of CR and CB calculated from analytical

expressions available in a standard text (Levenspiel, 1962):

cA  cA k2/k1  cA (

R 1-k/k (4)
2- 21 AO CAO

and

CB = CBO - 2 (CAo - CA) + CR (5)

Once again, all he comparisons were within 0.1 percent on a relative

basis.

2. Simulation Results and Discussion

Five different cases were simulated to provide a basis for

comparison. The input parameters and predicted selectivities (XS) •

are summarized ia Table 3. XS represents the fraction of B consumed

to produce S when is completelv depleted. Representative concen-

tration profiles of products R and S along the reactor length are

plotted in Figures 3 to 5. Figure 3 is the base case in which flow

rates and concentrations of each reactant feedstream are equal. Figure

4 shows the effects of a large variation in the flow rate ratio .

SQ/OB 100), and Figure 5 shows the consequence of varving the feed

concentration ratio (C\o/CB0 = 2).

The S concentration profiles (Figures 3-5) and selectivities (X 0

Table 3) verv clearlv reveal large diffcrences in the predictions of

4P
r op.
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Figure 4. Axial concentration profiles for competing reactions in a .
PFR predicted by five models--Case 3: (A) profile of
intermediate products; (B) profile of final product 0

A 3E

+ (and dotted line) -max. mix. •
SA5L

.1.-

0-.

S...

Figue 4.Axia conentatio proilesfor omptingreacionsin



28

1.0 +,=-

0.8 _____

0.6-

_ 0,6 -
.- '

CR

,t.."BOO

0,4-

(A) 2 4 6 8 10 12 14

o. io - ,,. ',.^ .,
-

- p.
0.10-

0.08

0.06- .C0  '.5 .,% -.

0 . 04 - -

-.. .

0. 02-

(B) 2 4 6 8 10 12 14

AXIAL DISTANCE (GM1)

.95.



29 ll2

w0.

,il~

Fig e 5

,F prdce yfv oes-Cs : ()poieo
t0

.% Or =%

0 4E.

U-.

€;, mU', 'J

+F prdicoted bylie modls-Cs 5: (Aipofleo

++., ~U. -7 
%

,

A TNO

o --I'U...,.



30

a3 

0 

0-

0.8-

0.6-

CR , )*l

CBO 
0.4

0.2-

(A) 2 4 6 8 10 12 14

NS

0.06-

SS

0.04-
CE

0, 02- ":,-

(B) 1 2 3 4 5 6 7 8 9 10

AXIAL DISTANCE (CM)

II



31

the models. For example, there is nearly a tenfold difference in

jjredi ,ud b pLoduucion between Lhe CRD and 3E modeis tor case 3, and a 0

fourfold difference for the same case when the CRD and IEM models are

compared. On the other hand, the CRD and 4E models give quanti-

tatively similar predictions, and the same may be said of the IEM and

SD models (see the last two columns of Table 3). Although not shown

in Figure 5, it should be noted for case 5 (excess of A) that both the

maximum mixedness and 3E models predict no production of S over the

entire reactor length.

Of course, it is not possible to decide from hypothetical simu-

lations which model, if any, is correct. This most important question 0

must ultimately be decided by comparisons with well designed experi-

ments. However, these simulations do seem to indicate that the 3E

model is inadequate for selectivity estimation as its predictions are L

very insensitive to the parameter variations we have considered and are

always close to maximum mixedness values. This finding is consistent

with the conclusions of Mehta and Tarbell (1983b) who simulated a 0

methane combustor with the 3E and 4E models. The failure of the 3E

model is apparently a consequence of reactions taking place in a single

concentration environment (L.E.) which is at the mean concentration.

All of the other models contain at least one rich reacting region for

each of the reactants. This all points to the importance of structural

features of mixing models. 0

Because of the observation that the CRD and 4E models give similar

predictions which are significantly different from those of the IlE and

SD models, we naturally wonder if there are prominent structural

differences between these pairs of models which may be responsible for
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the observations. As mentioned previously, all four models possess

the structuri] Fpnt-,re -f "rich rLctin, rcgions" for each eacLant. -

However, only the CRD and 4E models contain unmixed (unreacted)

regions, while the IEM and SD models do not (see Figure 1). The

presence or absence of "unmixed regions" in the reaction mixture may be

important in selectivity predictions, particularly in highly segregated

reactors. In fact, in simulations of the parallel-consecutive reaction

scheme in a CSTR by both the IEM and CRD models, Ritchie and Tobgy

(1974) found that in highly segregated reactors (I < 4), the predic-

tions of the models differed substantially, whereas the comparisons

were quite favorable in less segregated reactors (I > 4). The simulated

plug flow reactor above is characterized by a maximum value of I Z 6

at the end of the reaction zone, and this value of course decreases to

zero at the reactor entrance. Thus the simulated reactor is highly

segregated over most of its length.

The present experimental study derives its motivation from these

results. The details of the experiments are considered next.

% ,
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IV. EXPERIMENTAL DESIGN

A. General Discussion V

The goal of this experimental study is to obtain reliable data

from a highly segregated turbulent flow reactor such that the observed

mixing effects are significantly larger than the errors in the -

measurements. Furthermore, we want to discriminate among rival models

by comparison of model predictions with the experimental data. Thus,

proper choice of reactor and reaction system is very critical.

Turbulence is a complex flow phenomenon and its inLeraction with

chemistry of competing reactions makes it even more complex. In this .1%P

context it is desirable to use as simple a flow field as possible in . -

our reactor. Conceptually, the simplest turbulent flow is a completely

isotropic one in which all turbulence properties are invarian to

axis rotation, reflection, and translation. Such a fluid implies

spatial homogeneity, but it would be decaying with time because its

definition excludes existence of any turbulence generation within the

field. A field which is nearly isotropic can be produced downstream 4

from a periodic grid placed perpendicular to the mean flow in a pipe.

A similar one-dimensional isotropic field can also be produced down- "1.

stream from a multitube mixin head placed in a pipe. The resultant ...

turbulence field is homogeneous in any plane parallel to the grid or

the mixing head, except in the wall boundary layers, but decays in the '

downstream direction. Thus, the turbulence field would be statisticall-

stationary in space but inhomogeneous in the streamwise direction.

This is essentially a plug flow with fairly well defined turbulence

0
characteristics. It is important to note that a PFR with separate

33
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feedstreams is intrinsically more sensitive to mixing than a perfectly I

stirred reactor as the absence of any bac1-nixing in a PFR allows much ' .'

higher reactant concentration and segregation in the entrance region.

Thus, a turbulent PFR appears to be an appropriate choice for our

purpose.

Both screens (Keeler et al., 1965) and multitube mixing heads

(Vassilatos and Toor, 1965; Mao and Toor, 1972; Torrest and Ranz, S

1970; Fisher, 1974) have been employed in the past to generate a -. s.

characteristic turbulent field in a uniform mean flow field. Both of

them provide similar flow conditions downstream from their backfaces.

The flow emerges as jets which coalcsce some distance downstream of

the turbulence generator. The region up to the coalescence plane is '%p

somewhat ill-defined. Previous studies of very fast reactions in

multitube mixing head reactors have shown that the conversion of

limiting reactant is 60 percent or higher at the jet coalescence plane

(Vassilatos and Toor, 1965; Mao and Toor, 1972; Fisher, 1974). This

is a significant shortcoming of a multitube mixing head. A more .,P

satisfactory arrangement, with screens, is found in the flow reactor

of Keeler et al. (1965). It consists of a specially designed "hair-

brush" injector and an ordinary wire mesh at the reactor entrance . '-- s ,

(see Figure 6). Reactant A enters the reactor through the main flow

and B enters isokinetically through the "hairbrush" injector. The ". @

isokinetic injection implies a large difference of flow rates between

two streams. As a result, the low flow rate stream (i.e., B) is

proportionately more concentrated to render the two streams stoichio-

metric. The injector provides a uniform coarse scale distribution of

reactants over the cross-section with onlv a little micromixing

-%tri. ThP netrprvdsauifr.orescl itiuto f,''
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Figure 6. Schematic diagram of Keeler's reactor 0
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(hence, little reaction). The screen downstream of the injector trips

the turbulence and thereby induces micromixing and reaction. Keeler's

experiments showed that the extent of conversion at the jet coalescence

plane was merely 2 to 5 percent (Keeler et al., 1965). A similar

arrangement of "hairbrush" injector and screen is employed in the %

present work.

Many single phase competing reactions of the type 0

A + B R (6)

R + B -S (7)

have been reportedly found to be sensitive to micromixing. Bourne

(1982) has compiled a list of such reactions. All the reactions occur

in a single liquid phase. Among these, the azo-coupling of l-naphthol

(A) with diazotised sulfanilic acid (B) in dilute aqueous solution at

room temperature is considered the most suitable. In this scheme

(Bourne et al., 1981), the first coupling leads to formation of 6

4-(4-sulfophenlazo)-l-naphthol (R), brieflv described as monoazo dye,

and the subsequent coupling of R with B produces 2,4-bis(4-sulfophenylazo)

-l-naphthol (S), briefly, diazo dve. Both R and S absorb light in the .

visible part of the spectrum (400 nm-600 nm) and their concentrations

can be measured spectrophotometricallv. The reaction system has several

attractive features: z

(1) The reactions are irreversible and the kinetics are rela-

tivelv well understood.

(2) Among the candidate competing reactions, these two reactions

have the fastest kinetics at room temperature. The

0
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characteristic reaction time scale for the first coupling

is 0.5 msec and for the second one is 1 sec. Computer ",

simulations have shown that for a given mixing time, this

system of reactions yields the largest difference among the A m

predictions of rival models as compared to other reported '

reaction schemes. This fact makes these reactions particu-

larly suitable for our purpose. -

(3) The reactions are conducted in an aqueous medium (pH 10.00).

This is convenient, safe and inexpensive.

(4) The low reagent concentrations (0.1-0.3 mol m ) are

economically attractive.

B. General Description

A schematic diagram of the flow system used in this study is shown

in Figure 7. A 0.21 m3 polyethylene tank serves as the feed tank . .

for the reactant A. The solution is pumped bv a 746 W seaiiess.

magnetic drive centrifugal pump (Model TE-7R-MD, March Mfg., Inc., IL) 5

through a rotameter (Fischer & Porter Co., PA, precision bore flowrator

tube No. B6-35-10/77) to a flow distributor. The passage of the flow

through this distributor leads to the development of a nearly flat .',

velocity profile and the subsequent passage through a contraction

nozzle further reduces the existing turbulence. The flow then passes

through the "hairbrush" injector, the turbulence producing screen, .

and enters the reactor. The reactor is simply a 0.45 m section of

5.08 cm I.D. Pyrex pipe which terminates in a stainless steel overflow

chamber. S

04 ,v'
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The reactant B solution is pumped from a 2xl0
3 m3 laboratory glass

beaker bv a 5.4 xi0 5 W laboratory metering pump with a micrometer flow

adjuster (Fluid Metering, Inc., NY, Model RP-D) into the plenum

chamber of the "hairbrush" injector. The solution then enters the

main flow through the "hairbrush" (hypodermic) needles in the form of b-'

axial jets. The flowrate of B is usually 1/100th of the flow rate of

A but feed B is proportionately more concentrated than feed A.

The needle valve controlling the naphthol flow rate and the

three-way valve before the injector, are both made from stainless

steel. All other auxiliary parts such as piping, bends, tees, and

unions are made from PVC. The piping for the naphthol stream is 2.54 cm

I.D. PVC and that for the diazotised sulfanilic acid is 0.64 cm I.D.

PVC. The mechanical vibrations from the pumps are reduced by putting .

styrofoam paddings underneath the pumps and by connecting the pump

outlet to the remaining flow loop by a Tygon tubing of the same

diameter. Flexible Tygon tubing further damps the vibrations. N1.

Copper-Constantan thermocouples are placed at appropriate loca-

tions and temDeratures of the two feedstreams are monitored with a

digital thermometer (Omega Engineering, Inc., CT, Model 2176A).
_0

C. Flow Distributor and Contraction Section

A honeycomb type flow distributor is used in this work where the
0

cells have a large length-to-diameter ratio (L/D = 33). Such honey-

combs have been used successfully in water tunnels to reduce turbulence

to acceptable levels (Lumley and McMohan. 1967). The honeycomb has

two effects: it reduces the level of the existing turbulence, and it

creates additional turbulence of its own. By evenlv distributing the %N

'V~i
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flow, the honeycomb also yields a nearly flat mean velocity profile. V4

For economy and convenience, the packing of plastic drinking straws S

(6 mm I.D.) into a honeycomb-like matrix is used. Such a "poor man's

honeycomb" has been successfully employed in low-speed wind tunnel

research (Loerhke and Nagib, 1972). The straws are packed into a -

15 cm I.D. Pyrex pipe and held in place by adhesive on the straw-wall.

The estimated solidity (fraction of pipe area which is not open to the %

flow) of this honeycomb is 0.33. For any turbulence manipulator, such S

as this honeycomb, it is important that the solidity be maintained

below a critical value (usually 0.43), otherwise jets emanating from A.

the manipulator coalesce to form a central jet which is highly

undesirable (Tan-Atichat et al., 1982). A settling chamber about 0.5

diameter long follows the honeycomb. This allows the mean profiles

emanating from individual straws to merge and settle to a more uniform .

overall profile. This section is known to improve the flow at the

entrance to the test section (Pope, 1947).

Next, the flow enters the contraction section. It has been shown

that the fluctuating component of velocity varies inversely as the

square of the contraction ratio (Pope, 1947). The contraction ratio of 4

nine used in this research conforms to standard water tunnel practice.

The shape of the contraction zone is not critical. In general, any

smooth curve is satisfactory (Pope, 1947; Steele, 1951). The section

is about one upstream diameter long and tapered very gradualily ac thu 0t

downstream end so that the flow has space to even out.

4

• ~.'-4''

I.. o-

N %.



D. Injector Head and Turbulence Producing Screens

The "hairbrush" injector is a duplicate of the one used S

by Keeler (1965). It consists primarily of a matrix of 18 gauge

stainless steel hypodermic needles (total of 37 needles) arranged on a

9/32 in. square lattice as shown in Figure 8. Diazotised sulfanilic

acid enters the circumscribing plenum chamber (10 cm O.D., 5 cm I.D.)

which distributes it among its seven 3.18 mm I.D. tubes. These tubes,

in turn, further distribute the flow among the needles they support. •

For easy fabriu.aion, the pieimm chamber is constructed from brass.

However, brass reacts with diazotised sulfanilic acid at experimental

concentration. Consequently, the interior of the plenum chamber is S

coated with protective varnish ordinarilv available at a local art

supply store (Univar, F. Weber Co., PA). The thin protective coating

prevents any measurable reaction between the B stream and the plenum

chamber wall (see Figure 9 for a photographic view of the injector). *" I

Keeler (1965) has reported that the variation in injection rates -

from needle to needle is less than 0.5 percent. Cairns and Prausnitz S

(1960) have shown bv calculations that at a distance of about 13 mm

downstream from the injector there is only 9 percent "ripple" in the

radial concentration profile if an inert dye is injected through the S

needles. Thus, this system is an attractive device to establish a

nearly plane concentration front. The feed tubes and the needles do

generate turbulence but it is modified by the turbulence generator

screen downstream of the needles. In the present work, a screen "s

placed either upstream or downstream of the injector, producing differ-

ent mixing conditions depending on the screen placement. •

% %.,,..A, .,0,
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The screens are ordinarv wire mesh screens (Newark Wire Cloth Co.,

NJ). Thev are chosen to generate different turbulence scales in the

flow. The screens are placed about 7 mm downstream or upstream of the

needle tips. A Lucite piece with a 6.4 mm recess provides the seat for I _

the screen (see Figure 10). The screen is actually sandwiched between two

carefully cut rubber gaskets. The Lucite piece and the gaskets have

the same I.D. as the reactor and the assembly rests on another rubber

gasket placed on the downstream face of the injector. The relevant

screen dimensions are listed in Table 4.

Table 4 0

Screen Characteristics 0%

Screen M I  MI2  M 3

Solidity, (S) 0.43 0.39 0.60

Wire diameter 1.01 0.46 0.31
(d) mm S

Mesh length 4.24 2.12 0.85

(M) mm

Mesh ratio 4.22 4.63 2.73
(MI/d)

* '~ 2
Solidity, S = i (M-d)/M2.

IW.
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E. Probe Mount

The probe mount is a 50 cm long vernier slide which is attached S

to a steel base plate (see Figure 11). The groove in the base plate

permits movement of the slide in a horizontal plane. Since the groove

can be rotated around the center, the probe mount essentially allows

three-dimensional movement, with an axial positioning accuracy of

0.25 mm.

F. Pulsed Ultrasonic Doppler Velocimeter

In this study a well characterized turbulent flow field is desired

in the reactor. Measurements of local mean and fluctuating velocity

at several locations are necessary for such a characterization. A

pulsed ultrasonic Doppler velocimeter (PUDV) is used for these measure-

ments.

The PUDV operates on the Doppler principle. When sound waves are

reflected off a moving object, there is a shift in their frequency.

This Doppler shift is related to the velocity of the object in the

following manner:

',

2uf cos6 "
0()Afd

where u is the velocity of the object, Af is the Doppler shift in
d

frequency, u is the speed of sound in the medium, 3 is the acute angie

between the sound beam and the velocity vector and f is the source

frequency.

The acoustic transducer consists of a single unfocused piezo-

electric crystal (3 mm diameter) which covers the tip of a tungsten-

eDOxy stem (Etalon Corp., IN). The crvstal transmits 10 M z ultrasound

.%
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in 0.4 Usec pulses with a pulse repetition frequency of 20 kHz. The

echoes returning from scattering particles in the fluid are quadrature
• q

phase detected and sampled by 0.3 lsec pulses with variable delay

between 3 and 51 vlsec. This delay provides range-gating between 2 and

39 mm. The sample volume is located 3.5 diameter way from the trans-

ducer face. Thus, the sample flow field is expected to be free from

transducer induced disturbances. The quadrature audio signal is

filtered at the pulse repetition frequency, and low frequencv

components below about 200 Hz are removed prior to processing by a

directional zero crossing counter which converts Doppler frequency

shift into voltage. This voltage proportional to velocity signal is 0

ultimately smoothed by a one-pole filter at 120 Hz. The maximum

velocitv which can be resolved by the PUDV without aliasing error is

75 cm/sec. The svstem was designed and built by Dr. C. J. Hartley of o

Baylor Medical College, TX.

The sample volume is approximately cylindrical, 0.45 mm in the

direction of transmission and 3 mm in the transverse direction with S

the equivalent volume of a sphere having 1.8 mm diameter. It is

important to consider how the turbulence scales might compare with

these dimensions. One would expect the energy containing eddies, which

make the predominant contribution to the root-mean-square velocitv

fluctuations (u rms), to have a length scale ( e) of order of the size

of the dominant turbulence generator (6.5 mm) which is discussed later

on. Thus, the sample volume of the veiocimeter would appear to be

sufficientlv small in the direction of transmission to resolve the

most important scales of the turbulce;a--. Tcc 2f uzna-° cf flictuations

in the energy containing eddies (w) should have an order of magnitude

AM e
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given by (u /9 ). For the maximum u measured within the reactor .
rrs e rms

(-0.8 cm/sec), w is of order of 2 Hz. Thus, the frequency response

of the velocimeter output (120 Hz) should be more than adequate for the

large scales.

The smallest scales in the flow may be characterized by the

Kolmogorov microscales of length (r1) and frequency (w) as follows:

3 1/4 1/2

TI(V / W= (E/v) (9)

where v is the fluid kinematic viscosity and c is the kinetic energy

3
dissipation rate per unit mass (c = u / /Z). Taking Z and u asr's e e rms

before and noting V = .008 cm2/sec, we find f 0.3 mm and w 1 10 Hz.

Thus, the frequency response of the velocimeter output (120 Hz) is .0.

also adequate for these scales, but the sample volume is an order of

magnitude too large.

Scattering of ultrasound is provided by fine air-bubble mist found

in the ordinary tap water (mean bubble diameter z 60 1j). The mean rise

velocity of the bubbles is 3 percent of mean flow velocity in the

reactor. Therefore, the bubbles are expected to easily follow the

fluctuating velocities in the reactor. Jorgensen et al. (1973) "

describe the PUDV and Garbini et al. (1982) discuss the use of this

ultrasonic technique in measurement of fluid turbulence. The veloci-

meter yields an output signal of 0.25 volts/KHz shift in frequency. .-.

This analog signal is passed through a low pass filter (Model 3750.

Krohn-Hite Corp., MA) to an integrated data acquisition and data

processing microcomputer system (Model DATA 6000, Data Precision, MA).

The microcomputer provides mean and r.m.s. values of the detected

A. ,
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signal from which the mean and r.m.s. velocities are calculated See

Appendix B for a sample calculation). The results are reoroducible

within 5 percent for the mean and 15 percent for the r.m.s. voltages.

with + mV accuracy. %

G . Spectrophotometer System .s

The primary goal in this work is to measure local concentrations
" . .%-

of R (monoazo iye) and S (diazc dye) at several locations in the

reactor. Since both R and S absorb visible light, absorption spectro-

photometry (colorimetry) is employed to measure these concentrations.

This technique is based on the Beer-Lambert law. According to this

law, when a monochromatic light beam of constant intensity I' ?asses
- 0

through a small volume containing an absorbing specie i with concen-

tration C. and over a length Z, the resultant attenuated light intensity:x.o S

I is given by

N'pN
I =

1 
exp(-FKC.Z) %lO

0 1]

£. is the molar absorptivity of the specie i at the wavelength .

For our purposes, the Beer-Lambart law is assumed to hold for a

stochastic concentration C. as well, where ]

+ C1

Ci = C i C
I -%,A

The overbar denotes the time-mean valuc while prime denotes :'e -

Fluctuating part. Then, the attenuated light intensitv, is _ so

stochastic in nature. Now, if only R and S absorb in the visible

range, and do so independently at the prevailing concentration levels

I
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(of order 10 2 to 10' mol/m3 one can write

IX = I1 exp(-JRCR -ss) (12),,,.,

0R R SIc) (2

Alternativelv,

Zn (Z) = EZCR + Cskcs(13)

Taking time-mean values of all the stochastic variables, one

arrives at

n () = C + SC s (14)

where A is the mean absorbence of the medium. In general,

AIn (I /T) C+P C (15) 

ref R R 5s Cs (5

A%
where Ief is the intensit of light in a reference medium. This

linear relationship of A with C and C is very critical to measure-
R s

ments. A standard linear regression can be used on A values at

several wavelengths (but at the same spatial location) to determine

C and C, provided cR. and E Z are known. The latter quantities can
R S S

be determined separately by calibration of a sample of known concen-

tration.

It turns out that R and S are highly absorbing in the range 400-

600 nm (i.e., c and , have relativelv large magnitudes). This .
Ri

indicates that the path length Z must be about 1 mm if Equation (14)

is to be used to measure concentration levels of 10 to 10 moi/m.,
-. ;A

without saturating the detector should lie between 0.1 and 1.0). 0

Thus, an intrusive fiber-optic probe is needed to measure absornince .,.,

locally.

.. .Z. I -.
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In the past, fiber-optic probes have been successfullv used to

measure concentration fluctuations in chemically nonreacti- (Lee and

Brodkev, 1963; Nve and Brodkey, 1967) and reacting (Mahalingam and J

Chevrav, 1983) flows. For greater precision, all these studies have

employed their own designs of optical and electronic measurement system.

Since measurement of mean concentrations is of primary interest, which

is considerably less demanding than measuring fluctuating concentra-

tions, an off-the-shelf colorimeter (Brinkman, Model PC-801) is used

in conjunction with a specially designed fiber-optic probe for the

absorbance measurements. The design of the probe is based on the

requirements that the probe introduce only a minimum of flow disturbance

in the measurement volume and that it provide an acceptable spatial

resolution. These and other fabrication requirements have led us to '

the fiber-optic probe shown schematically in Figure 12. The probe was

fabricated according to our specifications by Fiberoptics Fabrications, -.-. A

Inc., tM .

The transmitter fiber bundle has a 1 mm O.D. and is illuminated

by the colorimeter light source at one end. The receiver fiber bundle,

which also has a I mm O.D., is separated bv 1 mm from the end of the

transmitter bundle (see bottom of Figure 12) and carries the attenuated

signal back to the colorimeter. The signal passes through an inter-

ference filter mounted on a filter wheel before impinging on the silicon

photodetector. The filter w~iul has six different filters r.ounteu on

it which allows selection (f s ix c.d-ifforent wavelngths (450' -70 -0 , .

520. 345, and 570 nm) with 1 20 nm h[atf-peiak Iandwidth for each fiter. "--W

The photodetector generates a current directI. roportionail t2 the t iit

%
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intensity, .,hich is, after passage through a varietv of electronic cir-.

cuits (somewhat modified bv us), available as an output voltage. .%

The output voltage is directly proportional to kn(lI/ ), which is

different from AX [Zn(I0 /1)]. The former involves first taking the

time average of a signal and then taking the natural logarithm of it

while it is exactly the other way around for the latter. Fortunately, %

even very conservative estimates show that the error introduced by

equating these two quantities, i.e.,

Zn(I /I) A (16)

0S

is less than i percent in the experimental range (see Appendix C).

Thus, we are able to get an output signal (V ' ) which is directlv

proportional to the absorbance (A o).f

The Brinkman colorimeter is chosen because it has several

attractive operating characteristics:

(1) It supplies phase shifted, AC modulated light to the probe

tip. At the detector end, it uses an amplifier with an

electronic chopper that is synchronized with the light source, .1e

but phase-shifted bv 900; as a result, ambient light does not

affect the instrument reading.

(2) It has electronic circuitrv that ensures excellent line %

stability. Other laboratorv appliances such as stirring

motors and pumps, plugged into the same circuit, do not affect

the stability of the colorimetor output.

(3) It exhibits good linearitv in the sense of Beer-Lambart law

under the experimental conditions.

P--..&



It is important to note that the Brinkmnan colorimeter is a sinle

.49

beam spectrophotometer. Since the electronic chopper at the detector -

end is electrically synchronized with the light source, I is an

arbitrary internal reference which is always a constant. For an

absorbance value with respect to another reference medium (I ), two
ref 4

separate measurements are required. The basic method of analysis is as 1w

follows. For a given solution containing R and S, NS
V k n() (17)p

0

where k is the proportionality constant. Similarlv, for a reference •
p -

so lu tion, 
"

Vref = pn(- ° ) (x8 "0

Iref

Subtracting (17) from (16), we get ,...

Vre k n( ) (18)( .',,
A V

rref

V -Vref
P AAn(-) " ":

P IA 'ref 0

(kp . C + (k ",) C ( " Equation (5)),.%..
p R \1 

PA-S

k + k c- 
(9)

R R oil
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where k = k and k. = k c'k. Both k and k, are constants and are
R p R p~ S.

independently determined by calibration of the probe with known solu-

tions of R and S. Thus, AV' values are needed, each of which involve ,0,.

two measurements (V and V ref) at each location, to determine C and

C . A standard linear regression routine is used to determine the .*."

values of C and C which will minimize the square of the difference
R S

between the measured AV at five wavelengths and the calculated values

of AV'" (based on CR and CS). These values of CR and C are termed the

"experimental values." In general, the standard deviations of these

regressed values are 10 and 17 percent for C and CS respectively.RrC, rspetivly
R

The gap size of the fiber-optic probe is small (I mm) and it

would seem that the boundary laver along the exposed fiber-faces may

affect the local flow field in the gap. Based on the fact that Lee

and Brodkev (1963) did not find any such effects in concentration

fluctuation measurements with a similar probe (I mm tip diameter, I mm

gap), it is expected that the boundary laver growth has negliaible

effect on the mean concentration measurements of this study.
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V. MEASUREMENTS

The experimental work was divided into two parts: Flow Field

Characterization, dnd '.ixinc-Reaction Studies.

A. Flow Field Characterization

1. Comments

The flow field characterization involved measurement of the mean

and r.m.s. velocities at several locations in the reactor. These

experiments were conducted separately from the mixing-reaction studies

but retained the same hydrodynamic conditions (i.e., the same pipe

Reynolds number).

Two points deserve comments here.

(1) It is generally necessary to seed the flow with scattering

particles when a PUDV is used. Polystyrene microspheres at

0.5 wt% concentration perform satisfactorily in such cases. %

Nevertheless, it was difficult to maintain a uniform sus- •

pension of microspheres in the feed tank. This was mainly
m3)

due to the large hold-up (0.05 m ) and the inability of

the stirrer to sweep the particles from the floor of the feed

tank. It was found, per chance, that the fine mist of air

bubbles in ordinary tap water obviated the need for any

further seeding of the flow. Therefore, ordinary tap water

was used as the working fluid. The validity of the experi- I.'N ,

mental procedure is considered in the next section. ,,

(2) The PUDV and the data acquisition system initially were found

to electrically interact with each other resulting in a highly

.% %.
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noisy and nonreproducible signal. A specially designed Low

pass filter, which filtered both on the "hot" and the ground W-,---

sides of the connecting cable at 120 Hz, along with a large

length of the cable, was found effective in reducing the %

interaction to an acceptable level. The measured values con-

tained this small amount of electronic noise. Furthermore,

the Doppler signal in this technique is always contaminated

with a broad-band random noise called the "Doppler ambiguity."

This phenomenon is similar to that occurring in laser

anemometry, but its effect is very significant for this tech-

nique because of a much larger sample volume. The random

noise is caused by the random transit of scattering particles

through the finite sample volume. There is also noise

associated with buovancv of bubbles and the bubble size

distribution. All except the Doppler ambiguity were considered

in the subsequent calculation cf velocities in the reactor.

2. Validation of the Experimental Method

To establish the validitv of our experimental procedure, a test

case of fully developed turbulent flow in a pipe was chosen. The

principal advantage of this configuration was that a large body of

experimental results using hot-film and laser-Doppler anemometry was .5

available in the literature. Comparison of our data with the reported

data provided a convenient check on our method. The mean and r.m.s.

velocities as well as the turbulence spectra at the centerlic ,,1 t11

pipe were compared.

A schematic diagram of the test flow system is showrn in Ficure 13. #NA.
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It utilized all the parts of the original flow system except that a 1.8

cm I.D. pipe was used in place of the reactor assembly. Tap water was K.

3 .%'
added to the 0.21 m polvethylene tank continuously. It was then

pumped through the rotameter to the base of the vertical pipe,

eventually to the drain. The ultrasound transducer was placed at an

angle 0 = 430 to the flow direction. The transducer emitted a 3 mm

wide unfocused beam at 10 MHz, which had a range of 2 to 35 mm but

began diverging after 20 mm. For experimental purposes, the range was

adjusted to locate the measurement volume at the centerline. This was

achieved by finding the location where the PUDV output was maximum.

The phasic (raw) signal of the PUDV was passed through the Krohn-

Hite filter whose cut-off frequency was set at 120 Hz, and also through

the special passive filter before it was fed to the microprocessor.

The sampling period was 2 ms and the signal was continually recorded S

and processed. The data-acquisition was stopped when the mean and the

r.m.s. values of the entire record became stable. Typically this

corresponded to a real time record of about 10 sec. For spectral

measurements, 200 records with 512 points per record and frequency -Jv.

smoothing (11annin) were ensemble averaged to get a stable, reproducible

spectrum.

The microprocessor gave mean and r.m.s. values in mV. These were .-

approoriatelv converted to proper units of velocity bv using Equation

(B.1) of Appendix B. The power spectrum was given in terms of mV-/Hz as

a function of frequency in Hz. This, too, was appropriately scaled to ".r

compare with other published results. Computational details are ;iven

in Appendix 1. *' ,.;'

%-..
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The raw data are presented in Table 5. The final comparisons are

shown in Figures 14 and 15. The turbulence intensity measurements fall e

in the same range as the reported values as seen in Figure 14.

Similarly, spectral measurements at pipe Reynolds number of 5900 follow

data of Garbini et al. (1982) very closely. Thus, the comparisons were

very favorable. They provided a reasonable basis for the use of the

present method in investigating the fluid mechanics of the actual

reactor.

3. Experimental Procedure

Unlike in the previous verification test, for characterization of

the reactor the ultrasound transducer was inserted vertically into the

flow field (6 =0) as shown previously in Figure 7. This allowed .

measurement at any desired location in the flow field but required S

special precaution in the data collection. In this configuration, the "

bubble mist impinged directly on to the transducer face. The tiny

bubbles had a tendency to cling to the transducer face and after a

short time they coalesced to form a much bigger bubble which distorted

the signal considerably and caused it to drift. It was observed,

however, that a freshly cleaned transducer face gave reproducible S

results in the period prior to the drift. Furthermore, although the

transducer was inserted into the flow, the actual measurement volume

was kept about 1 cm in front of the transducer face. Thus, effectively,

this technique did not disturb the flow field to anv significant

extent. 41
An experiment was conducted in the followinc sequence:

'r W



Table D~

Centerline Turbulence Intensities in a Straight Pipe
(Pulsed Ultrasound Doppler Velocimeter Data)

v U Uh Urms x 100
rms exp Utheo sx O0

(mV) (mV) (cm/s) (cm/s) U
- -.

8029 1315 96 55.1 70.1 5.34

8029 1307 96 54.7 70.1 5.378029~

7104 1247 78 52.2 62.0 4.57
S

71C4 1205 86 50.5 62.0 5.22

6180 1131 61 47.4 54.0 3.94

6180 1140 66 47.7 54.0 4.23

6180 1127 67 47.2 54.0 4.35

5564 1040 60 43.5 58.6 4.22

5564 1038 61 43.5 48.6 4.30

5564 1016 67 42.5 48.6 4.82

4948 920 58 38.5 43.2 4.61

4948 919 63 38.5 43.2 5.01

4331 815 52 34.1 37.8 4.67

4331 816 55 34.2 37.8 4.93

4331 805 58 33.7 .37.8 5.27

'rms ":p ( -,. 0 )/V.

t -;~8 0 : flow rate: A: cross-sectional area.
the A(0. 8)

*.. . . ...* . , o ,.. ,.- . .. . % ,o ,_,A * ~ % ._*. * .$2,: - ,.
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(1) The PUDV and the low pass filter were turned on to allow for

approximately half an hour warm-up time.

(2) Ordinary tap water and another stream of hot water were con-

tinuouslv added to the 0.21 m tank (A stream). The height

and the temperature of the liquid were controlled by manual

adjustments. Typically the tank had a 0.04 to 0.05 m

hold-up and the temperature was 25-27°C.

(3) The flow rate of the bubbly water through the rotameter was

adjusted by the needle valve and the globe valve in the

recycle loop. As a precaution, the rotameter was always

calibrated prior to each run.

(4) Ordinary distilled water was used as the working fluid for

the secondary (B) stream. It did not contain any air bubbles.

The flow rate of this stream was adjusted by the micrometer

attached to the metering pump. This also was always call-

brated prior to each run. The distilled water was period-

icallv replenished throughout the run to ensure a continuous .

supply to the "hairbrush" injector.

(5) First, the PUDV was internally calibrated. The output

voltage from the phasic jack was adjusted to positive and

negative 0.610 volts when the polarity switch on the front

panel of the instrument was kept at the positive and negative

positions, respectively. The transducer was unplugged durinc '

the calibration. I
(6) Next, the transducer was plugged into the PUDV. Since the

pulse-repetition-frequency (PRF) of PUDV was 19.53125 K1z1,

%

% %W,
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the calibration for the range control was 0.3125 volts/cm.

The range was adjusted accordingly to adjust the measurement -

volume at about 1 cm in front of the probe. .

(7) The instrument was switched from the calibration (CAL) to the e

directional (DIR) mode, the polarity switch to the "toward"

position--since the flow moved towards the transducer--and

the filter was set at the phasic position. The sensitivity

control was set approximately midway so that the background S

audio noise just barely triggered the decoder.

(8) The ultrasound probe was hand-held in air to measure any

background electronic noise. -'

(9) Next, it was mounted on the vernier slide and was lowered to .,.

the desired location.

(10) Immediately, the data collection was begun. The sampling S

period was 2 ms and there were 2048 points per record. The

overall mean and r.m.s. values were monitored until they

stabilized within +1 mV. Generallv, this required 10 sec of

real time record. Bv this time, bubble accumulation on the

transducer tip began to distort the signal and hence data

collection was stopped. The measured mean and r.m.s. voltages

were recorded from the microprocessor screen manually. .,-.,

(11) The transducer face was wiped gently with i ti.>ue paper and %

again lowered into the flow field for another measurement.

The entire flow loop was purged frequently with a high flow rate

pulse to flush out most of the bigger air bubbles which accumulated in %

the loop. otherwise, such big bubbles passed through the measurement

%•

1% "1

% % e.'
-1 6 J



%* .

olmmakinz thnat measurement unacceptable. Nevertheless, .'ith

:,roper care anci poiience, it was possible to obtain reproducible2 data.

The inulsed ultrasound technique was further used to characterize

the scatterina_ bubble mist in terms of a mean bubble rise \'elocitv:.

Since the rise velocity is related to bubble diameter, It is also a%

direct measure of the mean bubble diameter. The random noise asso-

ciated with 1Eabbles -was, also obtained From the same measuire-

me~ nl t .

At the end of each run, the flow was suddenly stopped and a

freshly wiped transducer was introduced into the fluid. The mean and

the r.m.s. voltages measured in this fashion directly corresponded to

the two quantities of interest--bubble rise velocity and the random,

nnise.

4. hone-,)cimental ConLitions

',ean and r.m. s. velocities were measured in the reactor at

-several ax:-ial locations on the centerlin Te aind also . ew% radial l ca -

"ions. 7ach ,eaurement was repeae tlatviet hc t

1- c or 0 du c lb t v t.

Four dik'7erent xeimna condit Urns were invest i_-aced corr(e-

-;pno ncto our di!fferent piacements the turbulence erain

5creem aind t!he :airbrush" ja j ector. -n Loise 1., the aonevcoxhsh -eution

gj5 o i rect T~aneLto o to te reactor :,L, :ii toeineor iteS

L he I rom 1, <vn''ircam ;,Cct In '0 " L2 1o;eX'' M22

lhe LlldUL P tto o.Itteocond III,.,i tho r

% I1



issess the effect of the injector on the turbulence intensity level.

In Case 3, the largest screen ('-f) :as placed just mm upstream of the

injector, to evaluate the effect of this confi-uration on the turbu- .

lence. Finally, in Case 4, the same screen was placed , mm downstream

from the injector.

The presence of large bubbles in the system and their tendency to . ,

accumulate at the screen in the case of the smaller screens (2 and M3)
0

prevented us from measuring the effect ot the smaller screens on the
r. *J,

turbulence. ', ,

The raw data are listed in Appendix E, along with the data for

bubble rise velocity and the random noise. The latter values are used

to correct mean and r.m.s. velocities. The corresponding calculated

values, althou 4h not reported numerically, are plotted and discussed

in the next chapter.

B. .lixin.-Reaction Studies

0

. M.aterials .. I

Distilled water at room temperature was used as the working fluid

in our mi.ing-reaction experiments. Sodium, carbonate and sodium

bicarbonate ("Baker analyzed, J. T. Baker and Co. , NJ) were used as

buffer salts. Recrvstallized -tianh thol ("Certified." Fisher Scientific

Co ., ) and d Lazot ied sulfanil Ic icid ("purum n . :... " uka C'hemical

Cirn., :?')--reactants .\ and B--w.ere botii reazcnt i:rade iure. The

:'tter %as ,va ilabi 1; 1 oist fte -rum -he manufac turer 5ccause it

a uxpl icsle ',mcin d ry. It ,as ala5stared in :ia rei r i,rator. .1c

c'tual diaz,'tised sulfanilic icid content of the ,.ste ,'.s sulplicc .,

.... . . *. . ..* * . . .- . .- . "- -" -- - .- -. v ,' - -



the manufacturer as actual lot analvs~s. 7.,i lv ti,.....:iste ,:ontained ,.-

bot30 percent .water."/o.

2. Calibration of the F7iber-opDtic Probe '" "

Our technique was based on Equation (19) of the previous chanter:

W = - -+ k -

The determination of k R and kS was done through separate calibrations

of standard solutions of monoazo dve (R) and diazo dye (S)."

Due to its use as an indicator in microscopy, R was commercially e.., .

available as a very pure powder ("Standard Fluka," Fluka Chemical Corp. , "

NY). Thus, preparing a standard solution of R in alkaline water of " .''

pH = 10.00 was a simple matter. !..'

A standard solution of S was prepared by reaction of a standard ]

%. A..%

%

solution of R with an aqueous solution of diazotized suifanilic acid. .i: ,

Essentially, the second azo coupling reaction 1) + 3 S was carried out ,

in a beaker under similar conditions of 1)11 aiid ionic strengthl aIS in

reactor and was allowed to go to completion, v addn,4 -i s~i~ht excess % e%<

of t 1 it was e~n ,rcd that no unreactcd 1,) remained in the solution. ,, -=,

The preparation of primary standards in the above manner was ,I

departure from thc procedure followed Ir. Kozicki (1980). Kozicki's". ,

~. %.." ."

method svnithesized pure 11 by dissolvin,, L-naphthol iin ethanoL .1nd then ..l-.

rca t~.: it withb ,i conce iit ra ted shirry ,oi di.izoti.;cd ;iifani I i,: ,zcid

'IL room Lt, r~er: ture. ;i nce .v-i ,, va1 , /i L,15 1c ilii ve-ry- }ih p Ii nr ity v'.

-, .'%

th omnra citure L ahe ltommrcasi s. was pr t oerred.ntained

Tmurc u S, i t w, i, no t po ss;ib .1)1t-to sep.i rat e i in ; L :,id (I , orm f rom Iht i

;, Iution ,.iiein Kozicki':; proc( ,hiro ,-;s sl o d imil,ir dillI i, lLv %., %._[

%%.

. ( rio oth ro
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oncountered by other researchers as weil (Li, 1984). Thus, we were

compelled to use a solution of S for the primarv standard. In this

context, reacting R with B to form S in a buffer solution was a ',

reasonable way to prepare the standard. P 0, XN

The molar absorption coefficients of these solutions are plotted

as a function of wave length in Figures 16 and 17. For comparison,

values obtained bv Kozicki (1980) and Li (1984) are also displayed on

the same plots. In most cases, c values for this studv are 20-25

percent lower than Kozicki's values while Li's values are 3-8 percent "ie,
yo,,

lower than the latter. .' ,

Li (1984) used R svnthesized bv Kozicki's method but in the

present studv commercially available high purity R was used. Hence,

the difference in values is attributed to relative purity of R and

errors involved in making solutions. On the other hand, the LA values %

for this studv are 47-56 percent lower than Kozicki's values and Li's

values also are 10-18 percent lower. Kozicki (1980) reported that the

elemental analysis of R conformed within 0.8 percent of the theoretical .

values but that of S differed by as much as 17 percent. Thus, "

Kozicki's S either had significant impurities or even a somewhat

different molecular structure. Since the method of making primary

standard of S in the present work mimics the reactor conditions, it is

considered more reliable. 9L

In each case, five different solutions of varving concentrations 

In the rance ,F 0.07 to 0.35 molrn were prepared 1v suitablv dilutin-, ,

the standard :;olution with an alIkaline buffer of Na 1 C() 3,'NaHlCO 3  (plH =  ". fI

10.00). The some buffer was used as the reference solution. The

• ,, .,"d'k.% % % %.%



2500 ± Kozicki (1980) %I

EM
E

. I

I

5000

40420 440 460 4890 500 9,20 540 560 590 600

WAVELENGTH, nm

F.igure 16. 'Molar absorption coefficient of monoazo dye at various

wavelenghs [T ,298 K; pH 10.0; 40 g ion/m 3

I R30 k3

E

-4

600 0 This study

0Li (1984)
200- + Kozicki (1980)

400 420 4410 460 48 5 rf 7-0 .40 560 5.90 600

WAVELENGTH nm

Figure 17. Molar absorption coefficient of diazo de -it various

wavelengths [T 298 K; pH = 10.0: 1 = -4 ion/m3] P-%

% ,

.i-

S.-,%

i __ . =4•%

_ % .



70(

.=olorimeter output was measured first bv dipping the fiber-optic probe

in the solution and in the reference solution immediatelv thereafter. "

All solutions were made in duplicate to improve the accuracy. As

such, ten AV" values were obtained at each wavelength, two values at each

of the five concentrations of R (or S). Standard least square linear

regression of these ten values yielded kR (or k s ) (see Figures 18 and

19). -

3. Method of Analysis

In the mixing-reaction experiments, AV was measured at five

different wavelengths at each location in the reactor. When these

values were substituted in Equation (19), along with calibration con-

stants kN "'?.
stants kand k a set of five equations involving only two unknowns

(C and C ) was obtained. •
R S

A standard linear regression package (MINITAB) was used to find

the best fit values of CR and C S" These best fit values are termed

the "experimeacal -alues" in this thesis.

This method of calculating concentrations of R and S was tested %,

with sample solutions containing known concentrations of R and S. The

concentration range covered was typical of the range expected in most

of the mixing-reaction experiments. A comparison of actual and mea-

surcd values is displayed in Table 6. Tt is evident that in all but one '
case, the measured concentrations are within 12 percent of the actual •

ones. Phis -,,as considered satisfactory in view of the Low level of

concentrations.

A similar comparison is presented in Table 7 for a set of solu- •

tions here S is present in verv low concentration. It is clear that

. . . .. . .. . ,, -, ,, , ,.-.... ',..,:.:,..,:',"..'_."t,: '', * p. .
... .:. :.. , 2 , *: r . : 4 ' , _ , -,,..,,. ,. .
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Table 6

Data for Evaluation of Method of Analysis

Actual Concentra- Measured Concen- Difference a

tion (mol/m
3 ) tration (mol/m

3 )

C SC R C~ AR AS

0.140 0.017 0.130 0.017 -7.14 0.00

u.183 0.017 0.167 0.019 -8.74 11.76

0.048 0.018 0.047 0.013 -2.08 -27.77

0.095 0.018 0.087 0.016 -8.42 -11.11

0.286 0.048 0.289 0.045 1 05 - 6.25 %

0.274 0.091 0.253 0.101 -7.66 10.99

a Measured concentration. - actual concentration.

Actual concentration. ) 1 p n

% 

.. '



-- Ai

CHC

-t 00 C03333

W, j

00 IC I- Ir- N 3

I~INN
-- nL n C c -

-. ~C *p - C'4 -

I I I I I%

% i3t--~cZ



the method mav yield negative values of C in some cases and the

relative error in measuring CS is fairly high. This seems unsatis- 0

factory. However, it mav be argued that since S is present in very

low concentration, it is reasonable to ignore the presence of S in

these solutions and use AVX values to determine CR only. The regression

equation then becomes

AV1 = kRCR (20)

C =0

The last two columns of Table 7 show that CR values, calculated thus, V.

are within 15 percent of the actual C values, except when C < 0.08 .
3R R

mol/m . Generally, this method gives closer agreement with the actual

value of C when C is at least 15 times higher than CS" As will be
R R

discussed later, this approximate method was used to measure the
*. .

concentration of R in runs with a low ratio of B to A in the feed.

2. Characterization of Feedstreams "

The primary feedstream in the mixing-reaction experiments contained

1-naphthol (A) in an aoueous buffer solution of NaoCO3/NaHCO (pH

10.00 + 0.02).

The same amounts of distilled water and IL-naphtol were used for 00-

each experiment. Thus, the unmixed feed concentration C was alwavs

3%%about 0.3 mol/m . The exact value was determined bv measurin the

LV-absorb nce of the solution at 245 nm. A standard solution of -.

L-naphthol in an identical buffer was used to determine L'V-absorblnce

at 245 rn as a functio-n of concentration. This was used as cal ibration

for the feedstream A. A UV-visible spectrophotometer (',>odel 8450A,

% %S



or r

2ewlctt-Packard Corp., CA) was used for this purpose. It was important

-3 use micropipettes to prepare solutions of appropriate dilution, S

usually one part solution in sixteen parts buffer, to get precise

results. It was also necessarv to use quartz couvettes in all these J-

measurements. Also, the spectrophotometer was allowed to warm up for

at least a period of 20 minutes to ensure reproducibility. A sample

calculation is shown in Appendix F. ,.

The secondary stream was a relativelv concentrated solution (10- 0

30 mol/m3 ) of diazotised sulfanilic acid in water. The actual lot

analysis supplied bv the manufacturer was used to calculate the amount

of paste required to prepare a solution of required concentration. S

Usuallv it took about 10 minutes of stirring with a stirrer rod to

dissolve the entire amount of acid into the water. The resultant

solution was yellowish brown in color.

5. Experimental Procedure

The nature of our experimental design was such that at least two,

preferably three, persons were required to carry out a mixing-reaction

experiment. The actual duration of an experiment was about 20 minutes

but altogether the experiment required 24 hours for the preparation.

The protocol outlined below had evolved during a series of preliminary

experiments conducted primarily to establish an appropriate procedure:

(1) The fiber-optic probe was calibrated first. Standard solu-

tions of R and S were prepared and the caiibration was

carried out in the manner described earlier.

(2) Next, the flow svstem was flushed with fresh tap water

several times to remove any adhering dust particles from the
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system. The svstem was drained at the end of the flushing.

(3) The 0.21 m 3 tank was filled with distilled water. Through

a hose pipe connected to an available distilled water supply

line. The flow loop had a hold up of about 0.013 m L.

By flushing the system once with a little distilled water, -

most of the remaining tap water was pushed out.

(4) In a small mortar, l-naphthol was ground with a pestle to a 6%

very fine powder. About 9.7 g of that powder was weighed on a S

weighing paper. N,

3e
(5) Next, the stirrer in the 0.21 m tank was turned on and N- N

l-naphthol powder was slowly added to the swirling content of S

the tank through a small hole on the tank top. It was

important to set a proper stirrer speed by a variac, as a %

higher speed might onlv make the swirling faster but not

disperse the powder effectively. The stirring was continued

overnight, altogether for a period of 12 hours. That much

time was sufficient to dissolve the entire amount of l-naphthol

added. Such a long time was necessitated by the low solubility .

of !-naphthol in pure water at room temperature. It was .,.-

possible to speed up the dissolution process by adding the

buffer salts beforehand but it also Led to slight coloration

of .he fluid after a few hours. The coloration was attributed

to L-naphthol's sensitivity to light in an alkaline environ-

ment. and was deemed undesirable for our purposes.

(5) 7,Then the aiqueous solution of l-naphthoi was ready, the buffer

salts were added to it in appropriate amounts (typically 235 ,

Pr%*~ I%"

:'.'". "

".,., '

~ ~ ~ ..'~ ~-.,.sp/~~w~P P~ ~ ,,V;...



of 'Na2 CO3 and 190 ± 5 g of NaHCO3 ) The salts dissolved very

rapidly and brought pH to 10.00 ± 0.02. That also corre-

sponded to an approximate ionic strength of 10 g ion/m3  The %

pH was measured with a standard pH meter (Orion digital

ionalyzer/501, Orion Corp., XA).

(6) Next, the colorimeter and the low pass filter were turned on.

The cut-off frequency was set at 0.25 Hz. 'v-'. P,

(7) The i hp pump was turned on and the alkaline naphthal solution •

was recvcled through the loop back to the feed tank. The

recvcling dislodged any air bubbles in the honeycomb and also

removed air pockets at the corners of the flow loop. It also 0

brought the entire loop to a thermal steady state.

(8) The rotameter for the mainstream was then calibrated with a K.

measuring cylinder and a stopwatch. 0

(9) Next, the mainflow was stopped and the needle valve was e

,,%, ,%4"

closed so that the hydrostatic head at the tip of the needles

of the "hairbrush" injector was maintained. Under those ,

conditions the secondarv stream metering pump was calibrated

by pumping distilled water against the head. Once again a

small measuring cylinder and a stopwatch were used in the 0

calibration.

(10) Thirtv-five hundred cc of distilled water was added to a-

separate 5000 cc stainless steel hoaker. A precaiculared •

amount of diazotised sulfanilic acid paste was wei(ghed in

small beaker and was completely transferred to the stainless %

steel beaker by rinsing. A glass rod was used as a stirrer S

to facilitate rapid dissolution. Usualv it took 10 minutes. -"

'.,", J%

, .r .j

~' ~ a
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That was the feed solution B which was transferred to the

2000 cc beaker connected to the injector. The stage was now S

set for an experiment.

(1i) One person was required to position the fiber-optic probe

in the reactor. The same person also monitored the tempera-

tures, maintained the flow rate of the mainstream at a constant

level, added the feed solution B to the feed beaker to maintain

a continuous supply to the injector and collected effluent •

samples to check for the stabilitv of the operation.

The other person collected and recorded the experimental ."

data. That involved manipulation of several keys on the ]

microprocessor front panel to begin and end data collection

for a certain probe location. The person had to monitor the

integrated average of the raw signal to get meaningful values •

of V . " h

(12) An experiment began when the overflow chamber outlet was %

connected to the drain and the mainstream was turned on. The

flow rate was set at a desired level by adjusting the needle

valve. %ol

(13) The secondary stream flow rate was set very high in the •

beginning to purge any residual air from the feedline and

"hairbrush" injector, ind then the rate was adiusted to the

proper level by turning the micrometer screw.

(14) A small beaker of pure A solution was kept at hand for use

as the reference solution. The fiber-optic probe was dipped -1

into it to measure the reference voltage, V at each •
ref'

wavelength A.

% %
'S ..- .



(15) The probe was then lowered into the reactor and the data

collection begun. W-.hen the person monitoring the micro-

processor indicated that the signal was statisticallv stable. 

the probe was moved to the next location. The sampling time

for the microprocessor was 50 lisec. Two thousand forty-eight

points per record were used and typically 32 such consecutive .,.

records gave a stable value that corresponded to about three

seconds of real time. For each X, six different axial stations

were used. After measuring at the sixth location, the probe

was again dipped into the reference solution to check for any %

baseline drift. An arithmetic mean of the two V values
ref

was used in calculation of AV. Thus, for each X a total of

eight voltages were measured. The amount of feed A solution

available permitted such measurements at five different wave-

lengths.

(16) At the end of the run, the metering pump was turned off first

and tap water was added to the 0.21 m3 tank to continually

supply fluid to the reactor. That permitted washing out of %

the colored products.

(17) The feed-beaker of stream B was washed and filled with tap 0

water and the injector was purged with a high flow rate. That ,...

%.
removed all the residual B from the injector and prevented its

reaction with the injector wall by diffusion through the

protective coating. ...

(18) Three effluent samples were collected during the run and were ,kk

analyzed at the end of the experiment. The procedure for

'S *%. %,
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:naivsis of effluent samples was the same as before. The

probe was first dipped into the sample and then into the S

reference solution; the voltage difference provided the needed

,V" value.

0. Experimental Conditions

Thirtv-seven mixing-reaction experiments were carried out over a

period of three months. The selected experimental conditions for r

succecsful experiments are summarized in Table 8. In one set of runs,

the effect of feed stoichiometry 3 (ratio of B and A) on the product

distribution was studied at a fixed mixing intensity. Three different

stoichiometries ( 2 = 0.39, 1.00, and 1.54) were used. In another set

of runs, at a fixed 2 of 1.51, the mixing intensity was varied by

altering the mesh size and mesh placement.

In general, all the experimental conditions were repeated at least

three times to check for the reproducibility. In some cases, more than

three runs were made to obtain data from the region very close to the

injector to the farthest end of the reactor. A six-inch section of

reactor was added to or removed from the reactor length for that purpose.

It was connected to the rest of the reactor by a short two-inch section

of hose pipe and clamps.

The raw data thus collected are compiled in Appendix G. The analv-

sis of these data and the consequent discussion is considered in the

next chapter.
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VI. RESULTS AND DISCUSSION

A. Fluid Mechanics

The turbulent reactive flow considered in this study is a special

case where reaction takes place in a dilute liquid medium. The dilute

nature of the reactive flow field provides a clear separation between

fluid mechanics and chemistry. The flow is isothermal and the viscosity

of the fluid also remains unchanged during the reaction. As a result,

the velocity field drives the concentration field but the latter does

not affect the former. The measurement of velocity is thus useful not

only to characterize the flow field but also to infer something about

the micromixing.

The turbulence measurements were conducted at a pipe Reynolds

number of 3400, which was the same as in the mixing-reaction experi-

ments. The measured axial mean velocitv at the reactor centerline -

is plotted as a function of axial distance in Figure 20(A), and the .' ,

corresponding turbulence intensity in Figure 20(B). The zero on the

abscissa of these figures corresponds to the plane of the injector

needles.

The mean velocities plotted in Figure 20(A) incorporate the

0
correction due to the rise velocity of bubbles. Generallv, this .-

correction is less than 3 percent. The rise ;elocitv of bubbles

corresponds to a mean bubble diameter (based on Stoke's law) of about

60 tim, which is well witbin the range of particle sizes generally used

in PUDV measurements. The axial mean contprlinc velocity Profle

shows how dramatically the flow speeds up during its passage through

the contraction nozzle. The axial profile becomes relatively flat as

83
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the flow enters the reactor pipe although the velocity continues to

increase gradually over the reactor length.

The mean centerline velocitv increases sevenfold in going from the

settling chamber to the reactor entrance while the area of cross-section

for the flow decreases by a factor of nine. Material balance requires

that the cross-sectional average velocity also increase ninefold.

However, the measured velocities are centerline velocities and are %

maximum velocities at a given axial location. Therefore, a ratio of

seven implies that the radial profiles of mean axial velocity at the

two locations--settling chamber and reactor entrance--are not completely

flat. This may have resulted from growth of the wall boundary layer. 0

This growth is further reflected in the gradual increase of the mean

axial velocity over the reactor length. The growing boundary layer

acts as an invisible contraction section and accelerates the flow inoS

the pipe core. Figure 20(A) reveals a 16 percent increase in the

velocity from entrance of the reactor to the exit. This applies to all

the cases studied. Consequently, it is important to determine by how

much the flow deviates from its desired one-dimensional character.

Velocity measurements were made at the reactor exit at several

radial locations (see Appendix E). Owing to the limitations of the

probe design, it was possible to access only the central 3 cm core of %

the reactor. The radial profile of the mean axial velocity was indeed

found to be relatively flat. The maximum variation of the velocity was

% .

less than 3 percent from the mean axial centerline velocity. These %

results suggest that the mean velocity field was uniform in the central

core over the entire length of the reactor. Since the boundary laver S

growth, which causes the acceleration of the core, is confined to the

%.VW.1 V ,
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unaccessible annulus between the core and the pipe wall, the boundary

laver thickness can only be estimated. Assuming a flat mean velocity

profile in the central core and a linear mean velocity profile in the O

boundary layer with no slip at the wall, it is possible to calculate

the boundary layer thickiness which will cause a 16 percent rise in the

core velocity at the exit. The calculation involves a simple mass

balance of the fluid between the reactor entrance and the exit. Such a '*j- . m

calculation yields a boundary layer thickness of 0.37 cm. The actual S

boundary layer would be thinner than this. Since the boundary layer is

thin and the measured radial profile of the mean axial velocity is

flat, it is concluded that the reactor provides a nearly uniform mean S

axial velocity field along its length.

The axial turbulence intensity profile depicted in Figure 20(B)

can also be used to make inferences about the homogeneity of the 0

turbulent flow field. Note that the plotted turbulence intensities

incorporate corrections for the electrical noise as well as the random .*

noise associated with bubbles. The corrections, which involve simply S

subtracting the noise levels from the measured signals, imply that the

noise processes are uncorrelated with the true turbulence. No attempt %

is made here to justify this assumption since the turbulence intensity

values are not used in any critical computations, but mainly as an

indication of the homogeneity of the turbulence. The measured and

corrected values may serve as upper and lower bounds on the actual

turbulence intensity. It should be noted that no such corrections were

applied to the fully developed pipe flow data (cf. Section V.A.2), %A%

since the bubble sizes were not measured in those experiments. Con-

sidering the fact that the signal level was three to six times higher

6
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in those experiments compared to the reactor measurements, the effect

of the noise is expected to be reasonablv small and should not affect

the conclusions of Section V.A.2.

It is evident that the turbulence intensity decavs very rapidly

to an asymptotic value of about 4 percent (10 percent if uncorrected) M

within 5 cm downstream of theinjector. Nearly the same asymptotic level is

reached in all the cases studied and this includes when the screen M1

is placed upstream or downstream of the injector. It is interesting to

note that when the screen is placed upstream of the injector, it does

not seem to alter the intensity profile at all as compared to the case

where only the injector (compare circles and squares in Figure 20(A)). •

In terms of micromixing, this indicates that placing a screen in the

upstream location may not induce any additional mixing compared to that

induced by the injector itself. The highest turbulence level is

measured within 2 cm downstream of the screen M when it is in its
downstream location (note the elevated positions of triangles in Figure

20(A)). This implies that this configuration may lead to better

micromixing than the other cases. .

In anv case, the first one-eighth of the reactor has varying

turbulence level while the last seven-eighths has an almost constant

turbulence intensitv. Actuallv, the turbulence intensitv mav well be

decaying over the entire length of the reactor, but with the present

measurement technique, the weak decav is not measurable. An estimate

of the rate of decav of velocitv fluctuations which supports this idea

is given below. "

Most experimental data on flow behind ,rids are correlated by the

following equation (Hinze, 1959):

%p
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In this equation, U and u are the mean and rms velocities, respec-
rms

tively; m is a constant which depends on mesh size, shape and geometry; A,

x is the axial distance downstream of grid, M is the mesh length and

x is the virtual origin where experimental data intersect the x axiso

when (U/u )2 is extrapolated to zero. For the square-mesh grids usedrms

in the present study, m is estimated to be 86 based on manv measurements

for square-mesh griJls with round bars (Hinze, 1959). The axial distance

at which the asymptotic turbulence level is reached (5 cm) is taken as

the virtual origin (x ) and M = 0.42 cm (M It is estimated that the
o01

turbulence intensity would vary from 3.1 percent at x = 10 ci to 1.2 %

percent at x = 40 cm, the exit of the reactor. Clearly, the screen

generates a relatively low level of turbulence which decays very slowly

over the reactor length.

The radial profile of turbulence intensity at the reactor exit

reveals a reasonable uniformity (within 10 percent at 0.8 cm/sec) over -p.

the cross-section.

The foregoing discussion indicates that the reactor can be

divided into two zones. The first zone corresponds to the initial 5 cm

of the reactor which has higher but varying turbulence level and hence

better but changing micromixing conditions. The second zone corre-

sponds to the rest of the reactor which is reasonablv homogeneous for

both the mean and fluctuating velocity fields. This zone has uniform

micromixing conditions and is better suited for characterization by .,

single value of the micromixing parameter T . The first zone covers / ..
m e-

%

p s&
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only one-eighth of the reactor and is not expected to influence the %

reactions much except when the screens are placed downstream of the

inj ector.

Finally, it is useful to employ turbulence intensity values in

estimating the micromixing time (T ) T is given by Equation (2)m m

where E may be estimated as

3
E A u /Z (22)

rms e 'N -

The proportionality constant A is cr order unity (Hinze, 1959). k. in %I

the above equation is the characteristic integral length scale of the

velocity field and corresponds to a characteristic transverse dimen-

sion of the flow field, that of the dominant turbulence generator. %I

There are three turbulence generators in the present system: honeycomb, %

injector and screen. Fortunately, all of them have similar character- •

istic dimensions: straw diameter = 0.6 cm, injector tube spacing =

0.65 cm and the mesh spacing (MI) = 0.42 cm. Any one of the above

dimensions is adequate for the purpose of estimating T M. = 0.65 is

chosen in the following estimate.

A reasonable estimate of L s the integral length scale of the

concentration field, is 0.8 cm, which is the spacing of the injector N

needles. It is based on the fact that the secondarv stream jets, which

carry the reactant B, expand and fill the reactor cross-section at

about 2 cm downstream from the needles. Therefore, the expanded jet

diameter, which equals the spacing of the injector needles, is an

appropriate characteristic dimension of the concentration field.

Similar arguments are used in literature to estimate L (McKelvey et al.,
5

1975). Equation (2) then becomes

I
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For the above estimates of Z and L and V 0.008 cm-/s (kinematic %''

e s _-

viscosity of water at 250C) and a typical liquid phase Schmidt number

'. . '

(N of 700, two estimates of T are obtained:.°.,

z2.20 sec (u =0.8 cm/s (uncorrected)) ..

m rms•

and 
,",',,

'P %.%

?'.." '

T 8.63 sec (u 0.23 cm/s (corrected)).

mrmsrm

Thus, fluid mechanical measurements indicate that the micromixing time".,'"

in the reactor mav lie between two and nine seconds. 
This magnitude

is quite striking because if indeed the mixing time is in this range,","'

the reactor would be the most segregated reactor ever to be used in .v

any mixing-reaction experiment. (For comparison, the reactor of 3w

Vassilatos and Toor (1965) had a mixing time of 0.0082 sec.) r

B . MIixing and Reaction ,-'

1. Preliminaries 
,,-,

Before the results of the mixing-reaction experiments 
are dis-

~.- .t.,

cussed, several preliminar points are considered. An important-.

element of any experimental mixin--reaction study, such 
as the presnt

one, is to have reliable kinetic information. This refers to reaction

rate expressions and the associated rate constants. 
thenerallx, Atim

, ', *('

stopped-flow apparatus is required to stud the kinetics of such -

reactions as emploed in the present study. Unavailabilit (f e uci itn

aep of

V tT 9a no 8

B. Mixig and.eactio
-%, ','

... .. .. .. ... ..... .. . , .... , k "
1. Preliminaries; '4 ' : .><: :.¢. ""-:">" :,"i:" : -- ,' :,' '
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apparatus has compelled us to use the kinetic information reported in

the literature (Kozicki, 1980, Bourne et al., 1981). Both the S

reactions (6) and (7) are reportedly irreversible and second order in %

concentration dependence:

-rA k C C (24)

and

r$ = k2CRCB (25)

Bourne et al. (1981) report the following values for the rate con-

stants at pH = 10.00 and 298 K:

3 3k= 7.3 x 10 m /mol/s

and S

3
k, = 3.5 m ,mol/s x.l.

The temperature dependence of k, is reported bv Kozicki (1980): ,0

k, 1.93 x iO9 exp(-5989/T) m 3/mol/s (26)

It is instructive to see how the second azo-coupling reaction S

(Equation (7)) was studied by these workers. Equimolar solutions of

R and B were injected into the stopped-flow apparatus and absorbance

was measured at 620 nm as a function of time. Absorption due to R __ 6% aS

was neglected at that wave Length and the absorbance-Lime data was

used to calculate k. (Kozicki, 1980). %

This method has some obvious limitations. Estimated values of -

C R and cS at 620 nm are 126 and 850 m /mol, respectively. Clearly,

%0
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absorption due to R may be small but not negligible. Since absorbance

was attributed entirely to S, the reaction rate was overestimated by .

some unknown amount, resulting in a higher than actual value of k2.

Recently, Baldyga and Bourne (1984) reported another expression for k2:

6 3
k = 1.11 x 10 exp(-3957/T) m /mol/s (27)
2

Baldyga and Bourne (1984) gave no details of their experimental

method, but since the new value of k2 is half of the old value of k2

at 298 K, Equation (27) appears to be an improvement over Equation

(26). Nevertheless, there is some ambiguity associated with the value

of k2.

The question of the accuracy of k2 acquires further significance

in light of variations in values of ER and ES as measured in the present

work and reported by others (see Figures 16 and 17). Figure 17 -

suggests that if indeed Kozicki's values of c were higher than the
S~

actual, his measured C S values were lower than the actual Cs values.
S0

Consequently, k2 given by Equation (26) may be lower than the actual .w .

k2. On the other hand, errors introduced by a higher ES value and

neglecting the absorption due to R may cancel each other out. In that

event, k2 given by Equation (26) may be more reliable than Equation

(27) even thoiigh the latter is the most recent value. In the present

work, the values of cR and c used in the data analysis are different

(and lower) than those of Bourne et al. (1981). Therefore, k2 given by

Equation (26) is considered more accurate and is emphasized in fitting

models with the data. However, the sensitivity of predictions to

variations in k2 are considered. 1

IAr
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The first rate constant, kl, is three orders of magnitude higher

than k Therefore, the reported value of k at 298 K can be used 6

equally well for all experimental runs. The model predictions are

insensitive to minor variation in k I. -

Next, it is important to check the internal consistency of the

experimental concentration measurements. The values of cand

displayed in Figures 16 and 17 were obtained with the Hewlett-Packard

UV-visible spectrophotometer and not the fiber-optic probe used in

the reactor experiments. In these experiments, k, and kS were

obtained through calibration of the fiber-optic probe prior to each

set of experiments. Recalling the fact that k X = k e Xk and k SX =
R P R S

Zit follows that a ratio of k (or k ), measured by the probe,

and FR (or S measured in a separate spectrophotometer, must be a

constant (k%), independent of compounds as well as the wavelength.

It is found that the ratio is in the range 0.50-0.53 for R and 0.63-

0.71 for S for all five wavelengths. The relative constancy of the

ratio for R or S is encouraging. The difference in the values for R

and S may stem from the fact that the optical fiber was directly in %

contact with the solutions. The chemical contact may have affected

(e.g., etched) the exposed fiber surface. Nevertheless, the existence ., -

of a nearly constant ratio lends further support to the concentration

measurement technique.

The final preliminary point concerns models to be used for .

comparison with experimental results. In Chapter III, where simulation

of the present competing reactions was considered, it was shown that

of the five mechanistic models with a turbulence analogy, the 3E model- •
i*

LS
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is grossly inadequate for selectivity estimation. The failure of 3E

was attributed to the lack of "rich" and "lean" reacting regions in S

the model structure. The evaluation of the remaining four models can

be attempted by comparison of model predictions with the experimental '>

data. Unfortunately, for the present experimental conditions--which

involve highly unequal reactant flow rates--the SD model does not

possess a turbulence analogy, and the CRD model required a staggering

amount of computer time to achieve meaningful results. Owing to the 0

high inequality of flow rates, the concentration profiles predicted

by the CRD model were very sensitive to the number of eddies chosen

for the simulation, although the exit concentrations were fairly stable.

For meaningful predictions of the profiles, either the number of eddies

had to be increased by an order of magnitude or the simulation had to-

be conducted several times, each with a different sequence of random S

numbers, and the results ensemble averaged. Either of these alterna-

tives was economically prohibitive. However, the previous simulations

(Chapter III) did show that the CRD and 4E models give similar predic- •

,". .. ,

tions and that the IEM and SD models also give similar predictions. " -.'.

In the following, therefore, the 4E and IEM models are used to compare

model predictions with the experimental data.

2. Experimental Results ...

The results of the mixing-reaction experiments are displayed in

Figures 21-25. The ordinates of all the figures are concentrations %

normalized by the (mixed) feed concentration of B, C C is
BO* BO

calculated by CBO CBoQB/(QA + QB) . The ordinates of profiles for S
BB

S are magnified compared to R except in Figure 21. The abscissa

N, -N
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is the axial distance from the injector needle tips. The squares

represent the arithmetic mean of experimental data at each location,

and the "error bars" represent the range over which the experimental

results varied in successive runs (typically three runs). rhe "error

bars" are not based on statistical measures (e.g., standard deviation)

since experiments were repeated only three times. The smooth curves

are the predictions of various models--maximum mixedness (classical

PFR), IEM and 4E. The curves labeled as 4E' are 4E predictions for k2

given by Equation (27).

Figures 21-25 reveal that the "error bars" are quite large,

implying relatively large variations in the measured concentrations.

The "error bars" merit some discussion before the model discrimination

is pursued in detail. The magnitude of variations is similar for both

R and S. Many sources may contribute to these variations, such as: 0

errors involved in measuring and maintaining the feed flowrates (QA

and QB) at a constant level; errors associated with preparing feed

solutions of known concentrations (CAB, CBO); minor variations in pH

from run to run; errors caused by a fairly low signal to noise ratio

associated with the present measurement system; the fact that the

optical fiber was exposed directly to the solutions and hence subjected

to possible undesirable chemical interactions; and that the measure-

ments could be made only at five wavelengths. Apart from QB' which

is highly concentrated (CBO - 10-40 mol/m 3 ), the feed conditions were

controlled quite precisely. A maximum variation in QB' determined

from the metering pump calibrations, is estimated to be

0.06 ml/sec and can cause only a 3 percent variation in C Azo

coupling is an electrophilic aromatic substitution and the

41Z leN
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reactive species are l-naphtholate and the diazonium ions, not

the molecular l-naphthol and diazotised sulfanilic acid. The concen- 0

trations of the reactive ions are pH dependent and so are the rate

constants k and k 2 (which are based on total--ionized and nonionized--

concentrations). Nevertheless, the reaction medium was adequately

buffered--10 mol/m Na2CO3 and 10 mol/m NaHCO3 (I = 40 g ion/m ) as

P 3
compared to 0.3 mol/m l-naphthol--and the pH was found to be constant

(within ± 0.02 of 10.00). The effect of operating temperature also S

is expected to be minimal. Thus, it is concluded that the large

"error bars" result principally from inherent limitations of the

present absorbance measurement system. Of course, it should also be

emphasized that the experimental concentration levels are very low and

are intrinsically difficult to measure accurately.

The input parameters for the models were the feed flow rates -

(QA and QB) , the unmixed feed concentrations (CAO and CB0), the

operating temperature (T avg), the mean axial velocity (U) and the

micromixing time (T ). Since each experiment was repeated at leastm

three times, the corresponding values of the input parameters were

taken as arithmetic averages of the actual input conditions for all

runs at the same nominal operating conditions. A constant value of 0

= 7.6 cm/s was used as input for all the simulations. Although the IN

value of k2 given by Equation (26) is emphasized in the discussion of

model comparison with experiment, predictions corresponding to a k

given by Equation (27) are also plotted (curves 4E') to show the

sensitivity of the comparison to the value of k2.,

The only adjustable parameter of the models is T • The actual 0

model parameters--R for 4E and h for IEM--are related to T through
m 1

% V%
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the turbulence analogy (cf. Table 1). The models may be used to fit f

the experimental data by varying T . The fluid mechanical results in S
m

conjunction with the turbulence analogy have suggested that T may liem

between two and nine seconds. In view of the scatter in the experi-

mental data, an "eyeball" fit was used to determine the "best" T rather

than a more ! phisticated statistical method. %

Ordinar: y, both models should be used to fit the data inde-

pendently anG then evaluated for their relative success. In the

present study, however, the IEM model was unable to simultaneously

match the experimental profiles of both R and S, regardless of the

value of T or k used, for 3 > 1. A reasonable match of the IEM model .0
m 2

predictions for CR always led to very poor predictions of C In fact,

CS profiles could not be matched at all unless an arbitrarily higher

value of k was used. For 3 = 0.4, when virtually no S was produced,
2

reasonably good predictions were possible with the IM model. As a

consequence of the overall inability of the IEM model to make reason-

able predictions, the question of model evaluation was narrowed down to

considering the ability of only the 4E model to predict the experimental %

data. In Figures 21-25, the predictions of the IEM and maximum

mixedness models are displayed only to highlight the differences

between them and the 4E model predictions. In addition, the 4E model

predictions for k2 given by Equation (27) are also displayed to show

that conclusions remain unchanged for either of the k2 values.

Figure 21 shows the results of experiments number 35-37. These
condctedwith sre

experiments were conducted iscreen M in its upstream position.

This case was studied earlier from a fluid mechanical viewpoint (Case 4)

and was found to be most suited for model evaluation because the

L-.• -'%-'RM
" .""- " "" -" -""""- ""--"", -""- "" ""- " " " "" -' "" "" .""- """ " -'"""", " ". " "'" " " .""e-'":.... "%.aI" N :.
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turbulence field was most homogeneous. In the other case where screen

M, was placed downstream from the injector, local inhomogeneity in the S

turbulence field very close to the screen might obscure the model

comparison somewhat. The relative uniformity of turbulence in the

former case is preferable for an unambiguous evaluation of the 4E

model. In experiments 35-37 the stoichiometry, , was very low (0.4). •

Because of the limited B present and the fact that the first coupling

(A + B - R) is three orders of magnitude faster than the second S

coupling (R + B - S), the concentration of S is expected to be nearly

zero. This is essentially a single reaction case and we do not

expect to be able to discriminate between models here (recall Chapter 0

III). Because the S concentration was expected to be near zero in

this case, the experimentally observed absorbance was attributed

entirely to R and the approximate method of concentration calculation S

was used (cf. Chapter V.B.3). The reaction results displayed in

Figure 21 indicate that T = 2 sec is a good estimate of the micro-
m

mixing time. This value of T is in accord with its estimate based on •
m

fluid mechanical results (Tm - 2-9 srec). With r = 2 sec, the IFM

model also provides a reasonably good fit to the data. In fact, the

fit of the IEM model could be improved if a somewhat lower value of •

T were chosen. As mentioned above, this data set can not be used for 't"* '
m .-

model discrimination: however, it is quite useful in determining the -

value of T for either. Effectively, this operating condition (3 = •

m

0.4) serves as a fast single reaction calibration case allowing us to '-..

fix a value of T
m

The results of experiments with an equimolar feed (0 = 1.0; •

experiments 8-13), but with an identical screen-injector

• ., -, ,, . .- -. -.- ..... ... ; .,. . S'.F ,s'/ .. % t (..i P p~% s~t N
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configuration as in Figure 21 (B 0.4), are depicted in Figure 22.

Although there is scatter in the exp-rimental data, particularly for S

S close to the injector (due to very low values of CS), the 4E model

predictions are in satisfactory agreement with the data for a value

of T = 2 sec. Note that the hydrodynamic conditions in this case
m

( = 1.0) are identical to those of the previous case (0 0.4) and W.

thus T should be the same. The striking failure of the IEM model
m  0%

(Cm r 2 sec) is also evident in this figure, particularly in the S

prediction of S concentration.

The data for an even higher stoichiometric ratio 0 = 1.5), but

again for the same screen-injector arrangement is shown in Figure 23 0

" (experiments 16-23, 34). Again, the 4E model compares quite

favorably with the experimental data for a value of T = 2. It should
In

be pointed out that experiments 22 and 23 involved use of two finer

screens (M 2 and M3 ) in the upstream position, and yet no change in the

R and S concentration profiles were observed (see Appendix G). This is

consistent with our findings from the fluid mechanical measurements that

when a screen was placed upstream of the injectoi, its effect on the

turbulence intensity was indistinguishable from that of the injector

itself. The IEM model grossly overpredicts the concentration of R

and predicts negligible concentration of S, which is in stark contrast

with the experimental measurements. U.A

In view of the three cases discussed above, it is clear that the 
|

effect of mixing on the experimental selectivity (concentrations of R iN

and S) is very large. This is also reflected in the large difference

between the experimental data and the maximum mixedness (classical •

PFR) predictions. Both models--4E and IEM, predict a large effect on

'N -' aL% 1.
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the concentration of R, but only the 4E model is able to fit the S

concentration data well. It is concluded from these comparisons S

with experiments that the 4E model is able to simulate the effect of

varying feed stoichiometry (a) on the selectivity (C /(C +2Cs)) under

S R S ) ne

constant mixing conditions (constant T ) quite well.m %

The ability of the 4E model to respond to changes in mixing time

at a fixed feed stoichiometrv (= 1.5) was tested by experiments 16- %

23, 24 (M1 in upstream position), 31-33 (M in downstream position),

25-27 (M? in downstream position) and 28, 30 (M3 in downstream posi-

tion). There was no observable difference between the results for the

two finer screens (M2 and M see Appendix G). Consequently, those S

results are averaged together and displayed on the same plots (Figure

24). The 4E model predictions for T = 1.0 sec are in reasonable
m

agreement with the data for this set except in the region near the •
.V

injector where the model underpredicts the conversion. For the case ..

where the coarser screen (MI) was placed in its downstream position -.

(Figure 25), the predictions are satisfactory for T = 0.5 sec. It is

also clear that screens in their downstream location induce additional

mixing as compared to upstream position.

It is important to recognize the effect of the initial zone of in- 0

homogeneous turbulence (first one-eighth of the reactor) on the experi- $

mental concentrations. The first reaction (A + B - R) is very fast ..

(characteristic time of 0.5 msec) and is dominantly mixing limited.

The second reaction (R + B - S) is much slower (characteristic time of 1 m.

sec) and is not as sensitive to the reduced mixing time (due to higher

turbulence intensities) in the initial zone as the first reaction. This •

is evident in the proportionately greater variation in R concentration

t
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in going from Figure 23 to 25 (Tm = 2.0, 1.0 and 0.5 sec, respectively) :44

as compared to S. 0

In view of the foregoing discussion, it is concluded that the 4E

model is a more reliable model of mixing and chemical reaction than

the 3E, SD and IEM models. The failure of the IEM model is simulating

the experimental reactor is very striking and may be attributed to its

structural deficiency as pointed out recently by Zwietering (1984) or

earlier in this thesis (cf. Chapter III).

Additional comments on several recent suggestions which have

appeared in the literature are appropriate in light of the results of

this work. It has been proposed that in a competing reaction scheme S

similar to the present one, that the final concentrations of reaction

products (i.e., CR and C when CB = 0), are always the same for fixed

initial conditions (feed flow rates, concentrations, temperature, pH)

in a plug flow reactor, regardless of the axial concentration profiles

* (Brodkey and Lewalle, 1985). This suggestion implies that any reason-

able mixing model should predict the same final selectivity, regardless

of the value of the mixing time and also that all mixing models should

yield the same final selectivity as long as the qualifying conditions

of the above proposal are met. The first implication is in conflict 0

with the 4E model, as it predicts significant differences in the final

selectivity for the experimental case of = 1.0 (case shown in Figure

22). For example, when T = 2.0 sec, CR/C = 0.57 and C /CBO = 0.21%-m R OSB

and when T = 0 sec, C R/C = 1.0 and Cs CB = 0.00. The second f %

implication also is not in accord with the present study as large

differences are observed between the 4E and IEM model predictions at

= 1.0. For example, when T = 2 see, at long times, 4E predicts V

%m
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CR/CBo = 0.57, CS/CBO = 0.21, and ILM predicts CR/GBO 0.92, C s/C =

0.02. However, no significant differences are observed between the two

model predictions if a lower value of T ,say the one appropriate to

Vassilatos's reactor (Vassilatos and Toor, 1965), i.e., 0.0082 sec, is

used. In such a case, the model simulations indicate that the reactions

go to completion within the first 3 cm of the reactor length. This

again demonstrates the importance of having a highly segregated experi-

mental reactor, as was the case in the present study, to discriminate

among mixing models.

A surprising feature of the experimental results is that the finer

screens (M2 and M3 ) seem to induce less mixing (T = 1.0 sec) as cor-

pared to the coarser screen (M1 ; Tm 0.5 sec) when the screens are

placed downstream of the injector. Recall that they do not affect mixing

when placed in the upstream location. Also, both the fine screens appear S

to induce the same amount of micromixing. This is contrary to one's

intuition that the finer screens, due to their smaller mesh size, would

shed :ier eddies and hence lead to better mixing compared to the S

coar. creen. The explanation is based on the possibility that under %

the operating conditions, the finer screens may not shed anv eddies at

all. It should be noted that the pipe Reynolds numbers were identical S

for all three screens, but for flow behind screens, the mesh Reynolds

number (Re ) is more appropriate to characterize the flow regime.N .M

Support for the above explanation comes from the work of Keeler

(1964). Keeler's experimental system was similar to the present one. 5,.

,

It was a tubular reactor with similar screens and "hairbrush" injector.

Keeler carried out experiments to determine the flow rate in the 0

reactor-screen system at which regular shedding of eddies commenced.

555•1,S*~
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From his results, one can readily estimate the onset of eddy shedding

in terms of a critical Reynolds number based on the wire diameter S

(Recr), provided the solidity of the screen is known. The ReCr and

the actual screen Reynolds numbers (Red are listed in Table 9.

Table 9

Operating Characteristics of the Screens .

Screen M I  M 2  M3  o

Solidity 0.43 0.39 0.60

Recr 50 53 35

* ? .1',

Red 96 43 30

Re= Ud/.

Clearly, the finer screens do not exceed the critical Reynolds number

and thus may not shed any eddies under the operating conditions. As a %

result they are less effective in generating additional turbulence.

Nevertheless, they do cause some extra mixing, perhaps due to physical

obstruction of the flow during its passage through the screens, and

hence the associated mixing time is smaller (T = 1.0 sec) than the .
m

mixing time for the case where no screens were placed downstream of the --

injector (Tm = 2.0 sec).

A final point in this discussion is related to the overall

material balance for each experiment. As described in Chapter V, three

exit samples were taken during each run and analyzed to calculate the
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exit concentrations of R and S. Overall material balance demands that

C =C + C + 2C (28)
BO B R S

For all the feed stoichiometries used in this study (3 < 2), we should l

expect CB = 0 at the exit. Thus,

C =C + 2C (29)
BO R S .

The values of CBO' CR and CS at the reactor exit are listed in Table 10

and the percentage error in the material balance is shown in the last

column of the table. The material balance is satisfied within 10 per-

cent for < 1.0. However, for ~ 1.5, with the exception of experi-
,,'. ,,;y'.

ment 16, the output of B (C + 2Cs) always exceeds the input (C) by
R S BO

a significant amount.

It is clear from Equation (29) that any error in measuring C is

amplified by a factor of two in the material balance calculations. It

is reasonable to expect errors in C and C values whose magnitudes PIN %
R

are similar to those implied by the "error bars" (i.e., variation by

3
0.02 to 0.06 mol/m ). For experiment number 30, if C and C values

R S
were decreased by 0.06 mol/m , the overall material balance would be

met within 10 percent rather than 50 percent as reported. It is also B

interesting to note that experiment number 34 has an 80 percent error

in the mass balance and experiment number 22 has only a 13 percent "

error, and yet both the experiments yielded very similar concentration

profiles of R and S (see Appendix G). The main difference between

these two experiments is only in the exit concentration of S (0.13

3 3,
mol/m for Run #22 and 0.28 mol/m Lor Run #34). Thus, our inability S

to measure C~very accurately, may lead to such discrepancies in the
N

to masue C ver" acurtely ma led tosuc dicrepncis i th
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%

Table 10 , .j ,

Material Balance at Reactor Exit t

Exit Concentrations

Feed ". "

Ex e ie tConcentration C R CS s B a  "

ExprimntCBO (mol/m 3 )  % - ;

(mo i m
3 )

8 0.30 0.18 0.07 7

S

9 0.30 0.17 0.06 3
11 0.30 0.19 0.06 3
12 0.30 0.18 0.08 0
13 0.30 0.18 0.07 7

16 0. 44 0.22 0.1ii 0 '. .
19 0. 46 0.23 0.22 46 . 'i .

2 0 0 .4 6 0 .2 6 0 .2 0 4 3 ... '.'"

. . • . -

22 046 026 013 13 ecrx
23 0.46 0.28 0.17 35
25 0.46 0.24 0.15 23

26 0.45 0.22 0.14 31
27 0.44 0.21 0.15 16
28 0.44 0.1. 77 3'

30 0.44 0.22 0.22 50
31 0.45 0.22 0.21 38
32 0.45 0.22 0.18 29 -

33 0.45 0.20 0.19 29

34 0.46 0.26 0.28 78
35 0.12 0.24 -- 8

36 0.12 0.12 0

37 0.12 0.21 8

aAB C + 2Cs -CBOxi0

--

30 0 0 2 0 500

% %

31 045 022 021 3
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material balance as are seen in experiments 19 to 34. It is

felt that placing a glass seal at the probe tip to protect the fiber .
.~F W\

ends will improve the accuracy of the fiber-optic probe considerably.

0

%

0

.,..,-.S..-
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VII. SUMMARY AND CONCLUSIONS

Several important points have emerged from the present work.

First, it was shown in Chapter III that the five mechanistic models

of mixing and chemical reaction having a turbulence analogy--namely,

the CRD, SD, IEM, 3E and 4E models--are not equivalent in terms of

estimating selectivity of competing reactions in a PFR. The non-

equivalence of models was demonstrated via numerical simulations,

although the CRD and 4E models, the SD and IEM models, and the 3E and

maximum mixedness models were found to yield similar predictions.

Based on simulations, a highly segregated plug flow reactor was ,

designed and constructed for an experimental study of the effect of

mixing on selectivity of two competing azo-coupling reactions. The %

fluid mechanical measurements discussed in Chapter VI.A provided

sufficient evidence to conclude that the constructed plug flow reactor "5-W

yielded a nearly homogeneous mean axial velocity field and a turbu-

lence level which was homogeneous over 7/8 of the reactor length. The

mixing-reaction data collected in this study were fairly reproducible

in spite of the low concentration levels at which the reactor was

operated. The data provided a valuable test to discriminate between S

two representative models--4E and IEM. The 4E model was found to

successfully simulate the experimental behavior at all the conditions 4%

studied while the IEM model was found unable to match the experimental .

data. The failure of the IEM and, as shown earlier, 3E models, and

the relative success of the 4E model, point to the importance of

certain structural features of mixing models, such as the existence X

of "rich" and "lean" reacting regions and presence of regions of total

112
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segregation. The SD model is inapplicable to unequal flow rates and

hence can not be used to simulate the present experiments. The CRD

model may be able to compare favorably with the data but requires

prohibitively large computer time.

It is also concluded that a discrimination among several plausible --

mechanistic models of mixing and chemical reaction is possible only

under conditions of imperfect mixing similar to ones covered in the

present study. The present experimental data provide valuable infor-

mation to test many turbulence closure schemes for concentration

correlations as well. The plug flow reactor of the present study is a

very useful arrangement to further study the interaction of turbulence, .

mixing and chemical reaction in an unambiguous manner.

Finally, the 4E model, which has many attractive features, like

its applicability to arbitrary feed flow rates, arbitrary feed

residence time distributions, and arbitrarily complex kinetics; its

mathematical simplicity (O.D.E.'s) and modest computational require-

ments; the fact that its model parameter can be readily estimated 0

a priori or measured from fast single reaction experiments, is

recommended as the most general mechanistic chemical reactor model for

homogeneous systems now available.

%' " 0
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VIII. FUTURE WORK

Many industrial reactors are inherently limited by imperfect

micromixing. The flow field of such reactors are so complex that a

mechanistic model like the 4E model might be a powerful tool in a

systematic study of the reactor behavior as compared to more tradi-

tional turbulence models. Based on the encouraging results of the -

present study, it seems reasonable to consider analyzing reported data

from a high intensity or low calorific value fuel combustor, or a

precipitation reactor, or a polymerization reactor within the frame-

work of the 4E model.

Experimentally, the present reactor is a very useful system for -

obtaining reliable mixing and reaction data under relatively uniform

and controlled fluid mechanics. However, the fluid mechanics of the I'V

present reactor should be better characterized by more accurate methods .-

such as hot-film or laser-doppler anemometry. Even the chemistry side

of the present work shows need for more accurate kinetic information. '

Moreover, the present fiber-optic system has demonstrated its ability

to provide meaningful mean concentration data. Attempts should be

made to improve the signal to noise ratio of this system so that even

fluctuating components of the concentrations may be measured. Such a

data base would contribute significantly in evaluation of many avail-

able closure schemes in turbulence modeling.

From a modeling point of view, incorporating a variation in the

mixing time--a critical factor in practical situations--would greatly

enhance the generality of the 4E model.

114
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The computer codes given in this appendix were used in all the

model 1oPutations for competing teactions in this study. The main

input parameter for the models are:

QA, QB = Feed flow rate of two streams (cm 3/s)

CAO, CBO = Unmixed feed concentration (mol/cm3) 4444

U or VEL = Mean axial velocity in the reactor (cm/s) "' "

TEMP = Mean reactor temperature (C)

TAUM- Mixing time (s) ,4

These values are either read as data or directly specified in the 1

main program. The rate constants, RK1 and RK2, also are either read as

data or internally specified or calculated within the program. All

the governing equations are in their dimensionless forms. Other

parameters are specified as needed by the respective numerical schemes

for the numerical integration purposes or for obtaining printouts at %

appropriate time steps. The printed values are normalized values of WON

concentrations relative to (mixed) concentration of B, B. 

The model equations for the 4E and IEM models are as follows:

The 4E Model a... -

dC. . V. 
S

___ - R 0* L* *
R [( ) (C .. - C..) ex p (-R t )dt s V j 1 

-
Vk L * L* 

.*%
+ k (C k C )] ±Y.j j = A.B,R,S
"L Jk ji ji i = 1,2

1k =3-i (A.1)

where notations are in accordance with Mehta and Tarbell (1983a). yji

is the local production (+) or consumption (-) term given in terms of - •

4, local concentrations and rate constant- ( an k ) .

,, 

. %
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The :-EM Model (dimensional form)

dC.=h(C. C..) y A2

dt i A2

C + (-- C j = ,2
j ij2 R 1+R 2  kj k =3-i 4 6A

j = A,D,R,S (A.3)

y.. is the production (+) or consumption ()rate of the species j.

The initial values are the unmixed feed concentrations in the respective

feeds treams.

Z.

% 111 111

N.~ *I, -A
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APPENDIX A.1--Slab Diffusion (SD) Model

cc-------------------------------------------------------------------------

CC SLAB DIFFUSION MODEL FOR COMPETING REACTIONS-

cc----------------------------------------------------------------------------

IMPLICIT REAL*SCA-H.O-Z)

COMMON/CONC/ CA(200).CB(200),CR(200).CAOLD(200)

COMMON/TRID/ B(200).A(200).C(200).D(200).V(200)

COMMON/PREV/ CAP(200).CBP(200),CRP(200)

COMMON/GRID/ X(200).CC(200.3)

PI = 3.14159265860D0

CC- ------------------------------------

CC DEFINE SYSTEM PARAMETERS

cc-----------------------------------------

TAUM= 0.630

QA = 1.DO

QB = 1.DO

CBO = 0.2D-3

CAD = 0.2D-3

U = 6.30

RKI = 7.3D6

RK2 = 3.5D3

PA = QA / COA+0B)

PB = QB / (QA+QB)

CBOBAR = CBO*PB

CAOBAR = CAO'PA

BETA = CBOBAR/CAOBAR

GAMMA= RK2/RKI

TSCALE = 2.DO*TAUM*PI**2

DA = CBO*RK1*TSCALE

WRITE(6,800) QA.QB. PA.PB

WRITE(6.100) CAO.CBO.BETA.RK1 ,RK2,GAMMA

100 FORMAT(/2X.'CAO = '.FB.3.2X. 'CBO = ',F8.3.2X,'BETA = '.F8.3.2X

* ,'RK1 =',D11.4.2X.'RK2 = '.D11.4.2X,'GAMMA = '.011.4/)

WRITE(6,110) TAUM. DA

110 FORMAT(2X,'TAUM = 'Dll.4.2X.'DA NUM 
= 

',011.4)

800 FORMAT(2X.'QA = '.FIO.4.2X,'QB = '.F10.4.2X.'PA='.Dl1.4.

* 2X.' PB=' ,.DI .4)

cc---------------------------------------------- _)
cr

CC DEFINE NUMERICAL SOLUTION PARAMETERS
c c ----------------------------------------
C ---- DT TIME STEPS NT= # OF TIME STEPS TO BE RUN -------

DT =0.001 "
NT = 400

NXA = 49

NXB = 49

CC ----- NXAI= # OF GRIDS IN PART A ,NAB1= # OF GRIDS IN PART 8 --- '.
NXA1 = NXA+1 %

NXB1 = NXB I+,.

NXA = NXA/+NXA

DXA = PA/(NXA+O.5)

DXB = PBI(NXB+0.5)

DXA2 = DXA**2

ALFA = DXA2/DT

DXB2 = DXB**2

ALFB = DXB2/DT
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DXL2 = ( (DXA+OXB)**2/4.DO +DXA**2 ) /2.DO

DXH2 = (DXA+OXS)**2/4.DO +DXB**2 ) /2.DO r
ALFL = OXL2/DT '- k'

ALFH = OXH2/DT

00 14 r = l.NXAI

14 X(I) = DXA*(I-1)

00 24 I = 1,NXBI

24 X(I+NXAl) = X(NXA1)+(DXA+DXB)/2.DO+DXB*(I-1)

X(l) = O.D0

X(NX)= 1.D0 .
WRITE(6,180) NXA1,NXB1,DXA,DXBDT.NT 

%

1s0 FORMAT(2X.'NXAI='.15,2X,'NXB1='15,2X.'DXA=',DI1.4,2X,

* 'DXB=',Dll.42X'DT=,Oll.4.2X,'NT=',I5/)

MX 150

TOR = 1.0D-3

cc- ------------------------------------------

CC INITIAL CONDITIONS

cc -------------------------------------------

00 2 I=1.NX

IF(I.LE.NXA1) CA(I)=1.00

IF(I.LE.NXAI) CB(I)=O.DO _ .

IF(I.GT.NXA1) CA(I)=O.DO

IF(I.GT.NXAI) CB(I)=1.DO

CR(I) = 0.00

2 CONTINUE

WRITE(6,145) (CB(I),I=1.NX)

145 FORMAT(7D11.4)
CC -,-

CC START THE NUMERICAL SOLUTION ROUTINES

CC SEQUENCE : A -- > R > -- > CHECK CONVERGENCE OF B
cciI
c c I - -----------------------------......-I-CCIC C . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

TIME = 0.D0

O01 LT = 1.NT

DO 17 I=1,NX ..

CAP(I) = CA(I) 5
CBP(I) = CB(I) 

.6

CRP(I) = CR(I)

17 CONTINUE '

NPRINT = 0

IF(LT/1*10.EO.LT) NPRINT=,

TIME = TIME+DT

DO 5 NS = 1,MX

cc--------------------------------------------

cc SOLVE FOR CA 
Mk._ __

cc--------------------------------------------

CC B.C. AT X=O.DO %

A(1) = -(2.0O+ALFA+DA*CB(1)*DXA2) 5
C(1) = 2.DO

D(1) = -ALFA*CAP(1)-%

CC ------ LOWER PART - ------------------------------

O0 15 I=2.NXA" ,

6
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B( I) = 1 .00%

A(I) = -(2.DO+ALFA+OA*CB(I)*DXA2)

CCI) = 1.00

D(I) =-ALFA*CAP(I)

15 CONTINUE

cc SPECIAL CASES NEAR THE INTERFACE LINE S

B(NXA1) = 1.00

A(NXA1) = -(2.0O+ALFL+OA*CB(NXA1)*oXL2)

C(NXA1) = 1.00

0(NXA1) = -ALFL*CAP(NXAl) .

cc---------------------------------------------------------

B(NXA1+1) = 1.00

A(NXA1+1) = -(2.00+ALFH+DA*CBCNXA1+1)*oXH2)

C(NXA1~l) = 1.00

0(NXA1+1) =-ALFH*CAP(NXA1*1)

CC --- UPPER PART----------------------------------------

DO 25 I=2.NXB

B(NXA1+1) = 1.00

A(NXAI+I) =-(2.0O+ALFB+DA*CB(NXAI+I )*DXB2)

C(NXAI+I) = 1.00

0(NXA1+I) = -ALFB*CAP(NXA14I)

25 CONTINUE

cc B.C. AT X=1.oO

w B(NX) =2.00

A(NX) =-(2. DO+ALFB+OA*CBCNX) *OXB2)

0(NX) = -ALFB*CAP(NX)

CALL TRIDAG(1 ,NX,B,A,C,D,V)

D0 3 I11.NX

3 CA(I) = V(I)

cc-----------------------------------------------

cc SOLVE FOR CR

cc----------------------------------------------

cc B.C. AT X=O.0O

A~l) = -(2.DO+ALFA+OA*DXA2*GAMMA*CB(l))

C(1) = 2.00

D(l) = -ALFA*CRPCI) -OXA2*DA*CAP(1)*CBP(1)/BETA

CC--------- LOWER PART---------------------------------- p

D0 16 1=2,NXA

B(I) = 1.00

A(I) = -C2.00+ALFA+DA*0XA2*GAMMA*CB(l))

CCI) =1.00

D(I) =-ALFA*CRP(I) -DXA2*DA*CAP(I)*CBP(I)/BETA

16 CONTINUE

cc SPECIAL CASES NEAR THE INTERFACE LINE

B(NXAI) =1.00

A(NXA1) = -(2.O+ALFL+A*OXL2*GAMMA*CB(NXAI))

.fC(NXA1) =1.00

D(NXA1) = -ALFL*CRP(NXAI) -DXL2*OA*CAP(NXAI)*CBPCNXAI)/BETA

* ~ ~ ~ c CC--------------------------------------------------------

B(NXA1+1) = 1.00

A(NXA1+1) = -(2.DO+ALFH+DA*DXH2*GAMMA*CB(NXA1+1))

C(NXAI+1) = 1.00

D(NXAI+1) = -ALFH*CRP(NXA1+1)-OXH2VOA*CAP(NXA1+1)*CBP(NXA1+1)/BETA

CC --- UPPER PART----------------------------------------

% % %
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00 35 I=2.NXB

B(NXA1+I) = 1.00

A(NXA1+1) = -(2.DO+ALFB+OA*DXB2*GAMMA*CB(NXA1+I))

CCNXA1+1) l .00 %%

D(NXAI+I) -ALFB*CRP(NXAI+I)-0A*DXB2*CAP(NXA1+I)*CBPCNXA1+I)/BETA ..

35 CONTINUE

cc B.C. AT X=I.0O

B(NX) = 2.00

A(NX) = -(2.DO+ALFB.0A*DXB2*GAMMA*CB(NX))

D(NX) = -ALFB*CRP(NX) -0XB2*DA*CAP(NX)*CBP(NX) /BETA

CALL TRIDAG(1.NX.B.A.C,D.V)

D0 36 I=1,NX 
-

36 CR(I) = VCI)

c c -- - - - - - - - - -- - - - - - - - -

cc SOLVE FOR CO

cc--------------------------------------------

cc B.C. AT X0O.O

A( 1) = (2.DO+ALFA+OA*0XA2*(CAC1)/BETA+CR(1)*GAMMA))

CM = 2.00

D(1) = -ALFA*CSP(l)

CC--------- LOWER PART -----------------

00 45 1=2.NXA

B(I) = 1.00

A(l) = -(2.0O+ALFA-DA*0XA2*(CA(I)/BETA+CR(I)*GAMMA))

C(I) = 1.00

D(I) = -ALFA*CBP(I)

45 CONTINUE

cc SPECIAL CASES NEAR THE INTERFACE LINE

B(NXA1) = 1.00

A(NXA1) = -(2.DO+ALFL+DA*DXL2*(CA(NXAI)/BETA+CR(NXAI)*GAMMA))

C(NXAI) =1.00

D(NXA1) = -ALFL*CBP(NXA1)

c----------------------------------------------------------

B(NXA1+1) 1 .00

A(NXA1+1 ) =-C2.0O+ALFH+OA*0XH2*(CA(NXA1+1 )/BETA

* +-CR(NXA1+1)*GAMMA))

C(NXA1+1) =1.00

0(NXA1+1) = -ALFH*CBP(NXA1+1) 
P

CC --- UPPER PART----------------------------------------

D0 46 1=2,NXB

B(NXA1+I) = 1.00

A(NXA1+I) = -C2.OO+ALFB+OA*OXB2*CCA(NXAI#I )/BETA

* +CR(NXA1+I)*GAMMA) )

C(NXAI+I) =1.00

D(N X AI+ I -ALFB*CBP(NXA1+1)

46 CONTINUE%

B(NX) = 2.00 %W.W%

S A(NX) = -(2.0O+ALFB+DA*0XB2*(CACNX)/BETA+CR(NX)*GAMMA))

D(NX) = -ALFB*CBP(NX) 
I

CALL TRIOAG(l.NX.BAC.0.V)

00 47 I=1,NX . r.
47 CBCI = v(l)

cc----------------------------------------------------

A A-*
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CC CHECK CONVERGENCE FOR THIS TIME STEP

cc------------------------------------------------
IF (NS.EQ.1) GO TO 9 •

ERRL = O.DO

DO 11 11,NX

ERR = DABS((CA(I)-CAOLD(I))/CA(I))

IF(ERR.GT.ERRL) ERRL = ERR

11 CONTINUE

170 FORMAT(15X,'NS ',15,2X,'ERRL '.012.5)

IF(ERRL.GT.TOR) GO TO 9

GO TO 12

9 DO 56 I=I,NX

CAOLD(I) CA(I)

56 CONTINUE

5 CONTINUE

cc------------------------------------------------------

CC INTEGRATION TO FIND AVERAGE CONCENTRATIONS

CC- -----------------------------------------------

12 IF(NPRINT.NE.1) GO TO 1

WRITE(6.160) LT

160 FORMAT(/2X,'LT = ',15)

CALL ICSCCU(X.CA.NX.CC.200.IER) .

CALL DCSQDU(X.CA.NXCC.200.O.DO.1.DO.Q.IER)

CAAVG = Q*CAO/CBOBAR

CALL ICSCCU(XCR.NX.CC.200,IER) A

CALL DCSQDU(XCR.NX.CC.200.O.DO.1.DO.QIER)

CRAVG = Q*CBO/CBOBAR

CALL ICSCCU(XCB,NX.CC.200.IER)

CALL DCSODU(X.CB.NX,CC.200.O.DO 1 .DO.QIER)

CSAVG = O*CBO/CBOBAR . -

FA = l.DO-(QA+QB)/QA*Ql

CSAVG = CAOBAR/CBOBAR -CAAVG-CRAVG

RTIME = TIME*TSCALE%

Z = U*RTIME % J
WRITE(6.150) Z.RTIMEFA

150 FORMAT(5X,'Z ='.F9.4,2X.'REAL TIME =',D11.4.2X,'FA =',FB.5) -

CC- --------------------------------------------------

CC OUTPUT RESULTS FOR THIS TIME STEP 0
cc---------------------------------------------------------

WRITE(6.140)CAAVG.CSAVG.CRAVG.CSAVG.NSERRL

140 FORMAT(5X.'CA = ',Dl1.4.2X.'CB = ".DII.4.2X.'CR ='.D11.4.

* 2X.'CS ='.D11.4,2X,'NS = ",5.2X,'ERR=',011.5)

IF(CBAVG.LE.1.OD-6) GO TO 260

I CONTINUE -v•

260 STOP

END

C C .,. ,.
cc ' '.-

SUBROUTINE TRIDAG (IF.L.B.AC.D.V)

IMPLICIT REAL*B(A-H.O-Z)

C V "

C SUBROUTINE FOR SOLVING A SYSTEM OF LINEAR SIMULTANEOUS .

C EQUATIONS HAVING A TRIDIAGONAL COEFFICIENT MATRIX. 'P

.~~~~- . ....
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C SUB-DIAGONAL. DIAGONAL, AND SUPER-DIAGONAL COEFFICIENTS

C ARE STORED IN THE ARRAYS B,A, AND C. THE COMPUTED

C SOLUTION VECTOR V(IF) . V(L) IS STORED IN THE ARRAY V.

DIMENSION BETA(2]1).GAMMA(201)

DIMENSION 8(200) ,A(200) .C(200) .D(200) .V(200)

C --------------------------------------------------------------

C

C ..... COMPUTE INTERMEDIATE ARRAYS BETA AND GAMMA .....

BETA(IF) = A(IF)

GAMMA(IF) =D( IF)/BETA (IF) % ,

IFP1 = IF + 1

DO 1 I= IFPI. L . ,..,

BETA(I):A(1)- B(I)*C(I-1 )/BETA(I-1)

I GAMMA(I) = (D(I) -B(I)*GAMMA(I-1))/BETA(1)

C

C ..... COMPUTE FINAL SOLUTION VECTOR V .....

V(L) =GAMMA(L)

LAST =L-IF

DO 2 K1LAST

I = L-K

2V(I) = GAMMA(I) -C(I)*V(I+1)/BETA(1)

RETURN

END

.- ."

%,

0

, % ,%

. % '

, % , .
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APPENDIX A.2--Coalescence-Redispersion (CRD) Model

CC -----------------------------------------------------------

CC CRD MODEL FOR COMPETING REACTIONS

cc--------------------------------------------------------------------------

IMPLICIT REAL*8(A-H.O-Z)

DIMENSION CA(505),CB(505).CR(505)CS(505})

INTEGER IR(2)

cc---------------------------------------

CC DEFINE SYSTEM PARAMETERS

cc- -----------------------------..

TAUM=0. 630D0

QA = 1.00

QB = I.DO

CAD = 0.200D-3

CBO = 0.2D-3

RK1 = 7.3D6

RK2 = 3.5D3

VEL = 6.30,"

CAO8AR = CAO*QA/(QA QB)

CBOBAR = CBO*QB/(QA+QB)

BETA=CBOBAR/CAOBAR

GAMMA = RK2/RK1

GAMMA1 1.DO/(1.OO-GAMMA)

WRITE(6. 100) CAOCBOBETARK1 .RK2,GAMMA

100 FORMAT(2X,'CAO =' ,F9.5,2X.'CBO = ' .F9.5,2X, 'BETA ' ,F8.3.2X

.'RKI =',DI1.4.2X.'RK2 = '.011.4,2X.'GAMMA = ',Dll.4/)

WRITE(6,200) VEL

200 FORMAT(2X,'VEL = ',FB.3/)

cc ---------------------------------- %

CC DEFINE NUMERICAL PARAMETERS

cc---------------------------------------

NED = 300

NED2= 150

NED21= NED2+1

FREQ = NED/TAUM % %

DTAU = 1.DO/FREQ #' %

INT = 10 %. ,

DINT = DTAU/INT '

DINTH= DINT S
NT = 1400 '.
WRITE(6.300) NED.FREQ,INTNT "

300 FORMAT(2X.'# OF EDDIES = ',15,2X,'FREQ = ',Dll.4,2X,'INT

.15,2X,'#OF TIME STEP = '.15/)

cc----------------------------------------------

CC DEFINE INITIAL CONDITIONS FOR EACH EDDY

cc -----------------------------------------

DO 10 1INED2

CA(I) = CAO

CB(I) = O.DO ' ,

CR(I) = 0.00 %-%

CS(I) = O.0O

10 CONTINUE

DO 20 I=NE021.NED 1 1

CA(I) = oDO

CB(I) = CBO
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CR(I) = O.DO

CS(I) = O.DO

20 CONTINUE

CC START THE COALESENCE ,REDISPERSION AND REACTION PROCEDURE 
P

CC +*+4++++ ...... +++..++ ....... ......

TI = O.DO

DO 5 LT = 1,NT

TI = TI+DTAU

Z : VEL*TIc c ---------------------
CC GENERATE RANDOM NUMBERS FROM 1 TO NEDc c ----------------------

2 CALL TIMECITI)

DSEED = ITI*500.DO

CALL GGUDCDSEED.NED.2,IR)

Ni = IR(1)

N2 = IR(2)

IF(NI.EQ.N2) GO TO 2

500 FORMAT(216)

cc- -------------------------------------------------

CC CONCENTRATION REDISTRIBUTION AFTER REDISPERSION

CA(N1) = (CA(Nl)+CA(N2)) / 2.DO
w,.

CA(N2) = CA(NI)

CB(N1) = (CB(N1)+CB(N2)) / 2.DO

CB(N2) = CB(Ni) %

CR(N1) = (CR(NI)+CR(N2)) / 2.D0

CRCN2) = CR(N1)

CS(N1) = CCS(N1)+CS(N2)) / 2.00

CS(N2) = CSCN1) .,f

cc ---------------------------------------

CC BATCH REACTIONS IN THE EDDIES

cc--------------------------------------------

,, DO 3 11.NED

CAOLD = CA(I) %,%

CBOLD = CB(I) %

CROLD = CR(I)

CSOLD = CS(I)

IF (CAOLD.EQ.O.DO.OR.CBOLD.EQ.O.DO) GO TO 3 % -,

DO 4 J=1.INT

* DINT = DINTH

IF(CA(I)-RK1*CA(I)*CB(I)*DINT.LE.O.DO) GO TO 101 -

pKK = 1

GO TO 103

101 KK 10.p

DINT = DINTH/FLOAT(KK)

103 DO 50 JJ = 1,KK

CAP= CA(I) .:

CBP= CB(I) .

CRP= CR(I)

CSP= CS(I)

CACM) = CAP -RKI*CAP*CBP*DINT

CAR = CA(I)/CAP

A

,. .
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CR(I) = (GAMMAIs(CAR**GAMMA-CAR) *CRP/CAP*CAR**GAMMA)*CAP

CS(I) = CAP+CRP+CSP -CA(l)-CR(I)

CB(I) = CBP- (CP(I)-CRP) -2.OO*(CSCI)-CSP)

CAMI = (CA(I)+CAP) / 2.00

CB(I) = (CB(I)+CBP) / 2.DO

CA(I) = CAP -RKISCA(I)*CB(I)*OINT

CAR = CA(I)/CAP%

CR(I) =CGAMMA1*(CAR**GAMMA-CAR) +CRP/CAP*CAR**GAMMA)*CAP

CS(I) = CAOL0+CROLO+CSOL0 -CA(I)-CRCI)

CB(I) = CBOLD- (CR(l)-CROLO) -2.OO*(CS(l)-CSOLO)

50 CONTINUE

4 CONTINUE

3 CONTINUE ~
IF(LT/2O*20.NE.LT) GO TO 55

cc---------------------------------------------------------------------

CC CALCULATE THE AVERAGE CONCENTRATIONS FOR ALL EDDIES

cc-----------------------------------------------------------------

CAAVG = 0.00

CBAVG = 0.00 p

CRAVG = 0.00

CSAVG = 0.00

00 6 I=1.NED

CAAVG = CAAVG.CA(I)S'

CBAVG = CBAVG+CB(I) -'

CRAVG =CRAVG+CR(I)

CSAVG = CSAVG+CS(I)

6 CONTINUE

CAAVG =CAAVG /NEDO 1

FA = (CAOBAR-CAAVG) /CAOBAR

CBAVG = CBAVG /NED ICBOBAR

CRAVG = CRAVG /NED /CBOBAR%

CSAVG = CSAVG /NED /CBOBAR .

CAAVG =CAAVG / CAO IV.

DELS = 1 .DO-CBAVG-CRAVG-2.DO*CSAVG

WRITE(6.400) Z.TI .FA .5'

400 FORMATC/2X.'Z='*.F9.4,2X. 'REAL TIME= ',01ll4,2X,'FA =',F8.5)

WRITEC6.600) CAAVG.CBAVG.CRAVG.CSAVG.OELA.OELB

600 FORMAT(2X.'CA='.01.42X'CB='.ll.4.,2CR='Dl42X'CS='

*011.4.2X.'DELA='.011.4.2X.'OELB='.011.4) SS

55 CALL TIMREM(ITJ)

IF(ITJ.GE.200) GO TO 5

WRITEC16.140) Z.TI -

140 FORMATC2X.'Z = *F9.4.2X* REAL TIME=' .011.4)

WRITEC 16.145) (CA( I). 1=1.NED) %.

WRITEC 16.145) CCB( I). 1=1.NED)

WRITEC 16.145) CCR( ) .I=1 .NEO)
WRITE('.6.145) (CS(I) .1=1 NED)

145 FORMAT(7011.4) *

5 CONTINUE

STOP%

END '.

* 5

N5 -d.. . N 5w %



132

APPENDIX A. 3--Three-Environment (3E) Modele o1p

c------------------------------------------------------------------

C THREE ENVIRONMENT MODEL FOR COMPETING REATIONa

c--------------------------------------------------------------------------------------------s.

IMPLICIT REAL*8 (A-H.O-Z)

EXTERNAL OFUN

DIMENSION V(8.4) .YMAX(4) .WK(84. 1) .ERROR(4) *CEXIT(4)

COMMON/COM 1/RST.O10Q2.PHI.CINC4).DM1.DM2.TAUVLCAP

READ (5.10) Q1.02,CAO,CBO.TEMP

READ (5.20) TAUM .

READ (5.30) HMAX.H,HMIN.EPSTSTOP

READ (5.31) RKIRIK2

31 FORMAT(4X.Dg.2.5XD9.2)

U=7. 60D0

TAU=24 .OD0*2 .5400/U B.~ ~
HIN=H0

RST=TAU/TAUM%

PHI =02/01

CBOBAR=CB0*Q2/(01 +02) k..%

CAOBAR=CAO*0 / (01+02)

BETA=CBOBAR/CAOBAR ...

WRITE( 6.40) S

WRITE(6,50) 1

WRITE(6,60) 01 .Q2.CAOBAR.CBOBAR.TEMP%-O

IF CBETA.GT.2.0) GO TO 200

CA1O( 1.0+02/01)/BETA I

C820=(1 .0+01/02)

DLCAOB-1 .0/BETA

DLCBOP=1 .0

COBAR=CBOBAR

GO TO 210 "

200 CAIO=(1.O+Q2/01)

CB20=BETA*(1 .O01Q/Q2)

DLCADB=1 .0

O LCBB E TA%

COBAR=CAOBAR

210 CONrINUE

DM1= RK1*COBAR*TAU

0M2=RK2*DM1 /RKI

TRXN 1=TAU/DM1

TRXN2=1 .O/RK2/CAOBAR

Y( 1 *1 )CAIO

V (1.2)=CB20

Y(l1.3)=O0DO

V( 1,4)0O.ODO

CA=CAI1 DCOBAR

CB=CB20*COBAR

WRITE(6,70) RST.BETA

WRITE(6.75) TAU.TAUM.TRXN1.TRXN2

WRITEC 6.80) HMAX *H .HMIN. EPS

WRITE(6,90) CA.CB

10 FORMAT(4X.F6. 1.6X.F6. 1.6X,09.2.BXD9.2,5X,F6.2)

20 FORMAT(7X.F9.3)

30 FORMAT(4(5X.DIO.3).6X.F7.3) 1%

40 FORMAT( IX. 120C * )/)

-ka'Ak -4--
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6 I~

50 FORMAT(40X,' SELECTIVITV IN PLUG FLOW REACTOR'/35X,%

I'BOURNE-S KINETICS :THREE ENVIRONMENT MODEL'/)

60 FORMAT(1OX,'Ql=',F5.1,' CC/S',5X,'Q2=',F6.2. ' CC/S',5X.
1/10X. 'CAOBAR= ' .010.3. 'MOL/L . 5X. 'CBOBAR=' .10.3. 'M0L/L'.

2 .5X. 'TEMP (DEG C)=' *F6.2/)

70 FORMAT(COA. 'T/TAUM= ' ,D10.3.5X. 'BETA= '.D10.3/)

75 FORMAT(15X, 'TAU=' ,F7.3. ' S' .5X, 'TAUM=' 010.3.' S'.5X. N""

* TRXNI=' .010.3,' S' .5X. 'TRXN2=' .010.3.' SI/)

80 FORMATC10X.'HMAX=',DIO.3,5X.'H=',DI0.3.5X.'HMIN='.DI0.3.

I 5X. 'EPS=' .010.3/)

90 FORMAT(15X, 'CA= '.09.2.' MOL/L' ,5X, 'CB= '.09.2,' MOL/L'/)

WRITE(6.40)

WRITE(6. 130)".

WRITEC6. 140)

D0 100 I=1.4

CINCI)=V(1 .I)

VMAX(I)1 .000

100 CONTINUE

T=HIN/ 100.000

N=4 .
MTH =20

MAXDER=6

JSTART=O -.
H=HIN .'*-

TKEEP=O. 1000-03N.

TSTEP=0 .002%

DIST=O.00 .O

900 CALL OVOGER(DFUN.V .T,N.MTH.MAXDER ,JSTART.H,HMIN.HMAX. ",

*EPS.VMAX.ERROR,WKIER) .,

IF(T.LT.TKEEP) GO TO 900

TKEEP=TKEEP+TSTEP

IF(TKEEP.GE.O.01 ) TSTEP=0.01 *

IFCTKEEP.GE.0.1) TSTEP=0.1

IF (RST*T.GT.150.) GO TO 250

THRI =OEXP( -RST*T) -

GO TO 260

250 THRI=0.0

260 CONTINUE

OSO01S

D0 110 L=1,4

IF(L.EQ.2) 0S0Q2

110 CEXIT(L)=CVLCAP*V(1 .L)+THRI*(OS*CIN(L)))/(010Q2)

DLCA=CEXIT( 1)

IF (BETA.LE.2.ODO) DLCA=0LCA*BETA

DLCR=(1.OO/(l.UD0-RK2/RK1))*(CDLCA)**(RK2/RK1)-0LCA)

IF (BETA.LE.2.CDO) OLCR=DLCR/BETA,%
OLCA=CEXIT(l %)

OLCS=OLCAOB-DLCA-OLCR

OLCB=DLCBOB-OLCR-2 . 00*DLCS
CHECKI=COLCAOB )-CEXIT(1)-CEXIr(3)-CEXIT(4)

CHECK2=DLCBOB-CEXITC2)-CEXIT(3)-2.000*CEXIT(4)

SELECT=2.000*CEXIT(4)/(CEXIT(3)+2.0*CEXIT(4))

AT=T*TAU

DIST=T*U* TAU

%.
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WRITE(6.120)AT.DIST.CCEXITCJK).JK=1.4).DLCB.DLCR.DLCS.SELECT

* CHECK1,CHECK2

IF CCEXIT(2).LT.O.ID-2) GO TO 160

IF (T.LT.TSTOP) GO TO 900%

160 WRITEC6,120)AT,DIS'.(CEXIT(JK).JK=1.4). DLCB,DLCR.DLCS.SELECTe

* .CHECK1.CHECK2

WRITE(6.40)

SELECT=CEXITC3) /CEXITC4)

CONVA= (DLCAOB-CEXIT 1) )/DLCAOB

CONVB= (DLCBOB-CEXIT(2) )/DLCBOB

WRITE(6,170) SELECTCONVA.CONVB

WRITE(6.40)

120 FORMATC2X.F6.3.8(4X.F6.3).3C2X.D9.2))

130 FORMAT(32X, 'SCALED CONCENTRATIONS'. 12X, 'MAX. MIXED'/)

140 FORMAT(3X,'TIME(S)' .3X. 'DIST.CCM)' .2X, 'CA', 9X. 'Ca'. 8X.

* 'CR'. ax. 'CS'. 7X, 'CaM' *7X. 'CRM' .7X. 'CSM' ,7X. 'SELECT'.

# 7X,'DELl',6X.'DEL2')%

170 FORMAT(IOX,'SELECTIVITV: CR/CS =' .0O.3,10X. 'CONVERSION OF A

* ',DlO.3,I0X.'CONVERSION OF B='.DI0.3/)

STOP

END r

SUaROUTINE DFUN(VP.TPM,DVPW. IND)

IMPLICIT REAL*a (A-H.O-Z)

DIMENSION YP(8.4).PWC4,4).Dv(4).RXN(4)

COMMON/COM 1/RST.Ql,Q2.PHICINC4),DM1,DM2.TAU,VLCAP

IF CRST*TP.GT.75.) GO TO 5

AXP =OEXP(-RST*TP) -

RAT=AXP/( 1.ODO-AXP)

GO TO 6

5 AXP=O.ODO

RAT=1 .000

6 CONTINUE

VLCAP=(Q1+02)*(1 .ODO-AXP)

C C
RATE1= DMI*VPC1 ,1)*VPC1 .2)

RATE2= DM2*VPC1.2)*VPC1.3)

C

V RXN(1)=-RATE1

P RXN(2)=-RATE2 -RATE1

-P RXN(3)=RATEI-RATE2

RXN (4) =RATE2

C

DY( 1 )RST*RAT*(CIN( 1)*( 1.000/cl .ODO+PHI ))-VP( 1 *1) )+RXN( 1)

DVC2)=RAT*RST*(CIN(2)*(PHI/(1 .ODO+PHI))-VP(1 *2))4-RXN(2)

DV(3)= -RAT*RST*YP(1.3)+RXN(3)

* OV(4)= -RAT*RST*VP(1.4)+ RXN(4)

* IF(TP.LE.6.OD-03) GO TO 60 .

* CO050 I=1,4

IF (VP(1 1) .LE. 1.OD-15) DV(I)=DV(I)/1O.ODO

IF (VP( 1.I).LE. 1.00-16) DV(I )=DV( I)/i0O.ODO

d50 IF (vP(1I).LE.1.OD-20) Dv(I)=DV(t)/100.ODO

60 RETURN

END

j,0
%- .d' v
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c c - - - - - - - - - - - - - - - - -- - - - - - - - - - - - - - - - - - - - - - - - -

cc----------------------------------------------------

IMPLICIT REAL*8CA-H.O-Z) 
'

EXTERNAL OFUN

REAL*8 MTC

DIMENSION WKC138).CMAXC6) .

COMMON/ CONC/ CC8,6)-

COMMON/CON2/ CAAVG,CBAVG.CRAVG.CSAVG

COMMON/PARM/ MTC *RK1,RK2

CC - DEFINE SYSTEM PARAMETERS---------

TAUM=2 .00

TEMP=27.3%

U = 7.60
RK1 = 7.3D+60

RK2=1.1 1DO9*DEXP(-3.957DO3/(TEMP+273))

C RK2=1.93012'DEXPC-5.989003/(TEMP+273)) Pw

Q1=131 .0

Q2=1.31

CAO = 0.3000-03

CB0 = 30.080-030

CAOBAR = CA0*01/(Q1+Q2)

CBOBAR = CB05
02/(Q1+Q2)

PHI=O1 /02

SM =PHI/C1.D04'PHI)

GAMMA =RKI/RK2

MTCO .5D0/TAUM -
BETA = CBOBAR/CAOBAR%

WRITE(6, 222)

222 FORMAT( lX.120( '#')f)
WRITE(6.223) 

.

223 FORMAT C20X, -IEM SIMULATION')

WRITE(6.500) CAO.CBO,BETA,RK1 ,RK2.GAMMA

500 FORMATC/2X.'CAO = '.D11.4,2X.'CBO = '.Dl1.4.2X. 'BETA =' .Dll.4,2X

*.'RK1 ='.D1I.4.2X.'RK2 =',011.4,2X.'GAMMA = ',Dll.4/)

WRITE (6,224) TAUM.Q1,Q2

224 FORMAT(/2X, 'TAUM= ' .F7.3,3X, 'Ql ' .F7.3, ' CC/S' .3X '02= 'w

*F7.3' CCIS'/)

WRITE(6. 222)

CC -- DEFINE NUMERICAL PARAMETERS ---- .l~e

T =0.00

N =6

MTH 2

MAXDER= 6

JSTART= 0 .

H = 0.010-3

HMIN = 1.00-11 '~~1
HMAX = 0.0100

EPS =1.00-4

TGOAL = 0.1

IND = 0

CC --- INITIAL CONDITIONS---------

C(1.1)= CAO

C(1,2)= 0.00

% %
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CC1,3)= 0.0 DO~

C(1,4)= O.DO

CC1,5)= CBO

C(1.6)= 0.00

DO 1Il I1N

1 CMAX(I) = 1.00

Scc

CC INTEGRATION BY GEAR PACKAGE

cc

ICOUNT =0 '

20 ICOUNT = ICOUNT +1

5 CALL OVOGER (DFUN ,C *T *N .MTH .MAXOER JSTART H. HMIN .HMAX. EPS.CMAX,

* ERROR.WK.IER)

IF(IER.GE.33.AND.IER.LE.36) GO TO 60

CAAVG =SM*C(1.1) +(l.DO-Sm)*C(l.4)

CBAVG =SM*C(1.2) +(l.00-SM)*C(1.5)

CRAVG = SM*C(1.3) +(1.DO-SM)*C(1.6)

IF(ICOUNT/50*50.EQ.ICOUNT) GO TO 10

GO TO 20

10 FA = 1.00 -CAAVG/CAOBAR

*Z =T*U

CAAVGI = CAAVG/CBOBAR

CRAVGI = CRAVG/CBOBAR

CBAVGI = CBAVG/CBOBAR

CSAVGI = CAOBAR/CBOBAR -CAAVG1-CRAVG1

WRITE(6,100) Z.T

WRITE(6.200) CAAVG1,CBAVG1,CRAVG1.CSAVG1

TGOAL =TGOAL+1.0

IF CCAAVG1.GT.1.OD-06)GO TO 59

C(1,*1) =0.000

CC 1 4)0O.OD0

59 IF(CBAVGI.GT.0.1D-03) GO TO 20

GO TO 30

60 WRXTE(6.300) IER ~
300 FORMAT(SX. 'IER =',15.---------PROGRAM WAS TERMINATED'/)

100 FORMAT(5X.'Z ='.F9.42X,'TME='.D11.4)

200 FORMAT(5X.'CA '.D11.4,2X.'CB ',Dll.4.2X.'CR ='.D11.4.2X

* 'CS ='.011.41)

30 CONTINUE

STOP

END

SUBROUTINE DFUN(CP.TP,NDC.PW. INO)

IMPLICIT REAL*8(A-HO-Z)

REAL*8 MTC

DIMENSION CPC8,6).OCC6).PW(6,6)

COMMON/ CONC/ C(8.6)

COMMON/CON2/ CAAVG.CBAVG.CRAVG.CSAVG

COMMON/PARM/ MTC *RKI.RK2

CC - -FIRST EDDY -- - -- - -

DC(1) =MTC'CCAAVG-CPC1.1)) -RK1*CP(1,1)*CP(1.2)

% %
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DCC2)=MTC*(CBAVG-CP(1.2))-RKI*CP(1.1)*Cp(12 R2C(12*p13

DC(3)=MTC*(CRAVG-CP(1,3))-.RKCP(1,1)*CPC1,2) -RK2*CPC1.2)*CP(l.3)

CC --- SECOND EDDY ------

DC(4)= MTC*(CAAVG-CP(1.4)) -RK1*CP(1.4)*CP(1,5)

DC(5)=MTC*(CBAVG-CP( *sj )-RKI*CP( .4) CP( 1.5) -RK2*CP( 1.5)*CP( 1.6)

DC(6)=MTC*CCRAVG-CP(1,6))+RK1*CP(1,4)*CP(l15) -RK2*CP(l.5)*CP(l.6)

RETURN

END

% 4

%..

%
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APPENDIX A.5--Four-Environment (4E) Model
C------------------------------------------------------------------

C FOUR ENVIRONMENT MODEL .A

C....................................................................

IMPLICIT REAL*S (A-H,O-Z)

EXTERNAL DFUN

DIMENSION V(S8).VMAX(8),WK(200,1),ERROR(S),CEXIT(4)

COMMON/COMI/ VlLCAPV2LCAO,RST.Q1 .Q2,DM1 ,DM2,CIN(8)

READ (5.10) TEMP,CSO,CAO

READ(5,20) TAUM

READ(5,30) HMAX,H.HMIN, EPS.TSTOP
READ(5,32) Q1,Q2

32 FORMAT(4X,F9.2,5XF9.2)

RK 1=7.30006

RK2=1.11D09*DEXP(-3.957D03/(TEMP+273))

C RK2=L93D2*DEXP-.989D03/TEMP+273))S

U=7 .6000 k
TAU= 19.000*2. 54D0/U

RET=2. 54D0*2 .ODO*U/0.01 DO

HIN=H%

RST=TAU/TAUM

PHI=Q2/(Q1+Q2)
BETA= CBO*Q2/CAO/Ql

CBOBAR=CBO*PHI

CAOBAR=CAO*O / (Q1+Q2)

WRITE(6. 130)

WRITE(6, 55)

WRITE(6.65) Qi .Q2.RET.CAOBAR,CBOBAR,TEMP
IF (BETA.GT.2.0) GO TO 200

CB2O=( 1.0+01/02)

DLCAOB= .0/BETA

OLCBOB=1 .0

COBAR=CBOBAR

GO TO 210N

200 CAIO=(1.O+Q2/Q1)

CB20=BETA*( 1.0+01/02)

OLCAOB=1 .0

DLCBOB=BETA

COOAR=CAOBAR
210 CONTINUE .',

DM1= RKI'COBAR*TAU

DM2=RK2*DM1 /RK1

TM=TAU/RST 
.

TRXNI=TAU/DMI

TRXN2=1 .0/RK2/CAOBAR

*C INITIAL CONCENTRATIONS

DO 96 I=1.8%

V (1 .1)=0.ODD

96 VMAX(I)=1.ODO
V (1 *1) =CA 10 (
V( 1.6)=CB20

DO 95 1=1,8

*%%
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95 CINCI)VY(l.I)

CA=CAI1O*COBAR

CB=CB2O COBAR
WRITE (6,71) RKI.RK2

71 FORMAT(5X. '1(= ' .D9.2. ' L/MOL/S' . 5X. 'K2= '.09.2,' L/MOL/S'/)

WRITEC6, 70) TAUM,RST ,BETA

WRITE(6.75) TAU,TM.TRXNITRXN2

WRITE(6 .80) HMAX.H.HMIN .EPS

WRITE(6.90) CA,CB

WRITE(6. 130) .~vM

WRITE (6.135)

WRITE(6. 140)

C

C DEFINE PARAMETERS FOR OVOGER

C

T=HIN/ 100. 000

N=8

MTH=2

MAXDER=6

JSTART=O

H=HIN

TKEEP=O. 100

TSTEP=O .002

DIST0 .000

100 CALL DVOGERCOFUN , , T.*N,MTH .MAXDER.,JSTART .I-,HMIN ,HMAX.

*EPS,YMAX.ERROR.WK.IER)

IF(T.LT.TKEEP) GO TO 100

TKEEP=TKEEP+TSTEP

IF(TKEEP.GE.O.1) TSTEP=O. 1 .

IF (RST*T.GT.150.) GO TO 250

THRI=OEXP(-RST*T)

GO TO 260

250 THRIO0.O

260 CONTINUE ~
D0 110 L=1,4

110 CEXIT(L)=CV1LCAP*V(1.L)+v2LCAP*v(IL+4)+THRI*CQ1*

*CIN(L)+02*CINCL+4) ))/(Q1-02)

DLCA=CEXIT( 1)

IF (BETA.LE.2.OoO) OLCA=DLCA*BETA

DLCR=(1.0OO/(1.0ODORK2,'RK1))*((DLCA)**(RK2/RKI)..0LCA)

IF (8ETA.LE.2.000) OLCRODLCR/BETA

) OLCA=CEXIT(l)

DLCS=DLCAOB-DLCA-OLCR

DLCB=DLCBOB-OLCR-2.000*DLCS ~
CHECK1=(OLCAOB )-CEXITC 1)-CEXITC3)-CEXIT(4)

CHECK2=OLCSOB-CEXIT(2)-CEXIT(3)-2.OO*CEXIT(4)

SELECT=2.ODO*CEXIT(4)/(CEXIT(3)+2.0*CEXIT(4)) I

AT=T*TAU

DIST=T*U* TAU

WRITEC6.120)AT.OIST.(CEXIT(JK),JK=1.4).OLCB.DLCROLCS.SELECT

* CHECKI.CHECK2

IF (CEXITC2).LT.O.1D-3) GO TO 160

C GO TO 100

P V..d~.d~V~'~~w'.~ ~ ~ , P7,"~ '& :-~- 'ilk

-. ~. '~W
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160 WRITEC6,720)ATDIST.(CEXIT(JK).JK=1.4), DLCB.DLCR.DLCS.SELECT

* CH-ECK.CHECK2

WRITE(6. 130)

SELECT=CEXIT(3) /CEXIT(4)

CONVA- (DLCAOB-CEXIT(l7))/DLCAOB

CONVB= CDLCBOB-CEXIT(2) )/DLCBOB

WRITE(6.170) SELECT.CONVA.CONVB

WRITE(6. 130)

C

10 FORMATC5X.F4.1.6X.D9.2,8X.D9.2) '

20 FORMAT(7X.F9.3)

30 FORMAT(4(5XDlO.3) .6X.F5.2)

55 FORMAT(40X. ' SELECTIVITY IN PLUG FLOW REACTOR'/35X,

1 'BOURNE-S KINETICS FOUR ENVIRONMENT MODEL'/)

65 FORMAT(l0X.'01='.F5.1.' CC/S',5X.'Q2='.F6.2, ' CC/S'.5X.

1 'RER='.FIO.l.5X/10'X.'WT.ED STREAM A='.DlO.3,

2 ' MOL/L' .5X. 'WT.ED STREAM 8=' .010.3,' MOL/L' .5X,

3 'TEMP (DEG C)='.F6.2/)

70 FORMAT(IOX. 'TAUM=' .D10.3,5X,

1 'RTAU',00.3,X.'LOWWT.ED (CB/CA)=',Dl0.3/)

75 FORMAT(15X. 'TAU=' .F7.3. ' 5' .5X.'TM=' .010.3,' S15'.X,

*'TRXN=' .010.3.' 5' ,5X. 'TRXN2=' 010.3,' S'/)

80 FORMATC1OX.'HMAX='.Dl0.3.5X.'H=',Dl0.3.5X.'HMIN='.Dl0.3.

1 5X. 'EPS=' .010.3/)

90 FORMAT( 15x. 'CA= '.09.2, ' MOL/L' ,5X. 'CB= '.09.2.' MOL/L'/)

120 FORMAT(2X.F6.3,4X.F7.2,7(4X.F6.3) .3C2X.D9.2))

130 FORMATC1X,129C'"')/)

135 FORMATC32X. 'SCALED CONCENTRATIONS'. 12X. 'MAX. MIXED'/)

140 FORMATC3X.'TIMECS)'.3X.'OIST.(CM)'.2X, 'CA', 9X.'CB', aX.

*'CR' . 8X. 'CS' .7X. 'CBM' .7X. 'CRM' .7X. 'CSM' .7X, 'SELECT' .

# 7X.'DEL1',6X.'OEL2') p)

i/o F0RMAT(10A. SELFCT!Vlr\. CR/CS -'.biu.J.l(JX.'CQNVERSI0N OF A

* ' 010.3.10X.'CONVERSION OF B=',Dl0.3/)

STOP

END

C

C

SUBROUTINE DFUN(VP.TP.V.PW. IND)

IMPLICIT REAL*8 CA-H.O-Z)

DIMENSION VPC8.8).PWCB,8),OVCB),RXN(8) ,.'

COMMON/COMI/ VILCAP.V2LCAP.RST.01 .02.DM1 .OM2.CIN(8)

IF (RST*TP.GT.75.) GO TO 5

PS11=EXP(-2.0*RST*TP)

PS12=DEXP( -RST*TP)

GO TO 6

5 P5110o.O

PSI 2=0.0

6 CONTINUE

" PS12))

V2LCAP=(02/2 .0) *( 1. O"(1 01Q/Q2) *P5114.0/02*( 1. 0-2. 0*

" PS12))

% s %

,* * %r
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RATEI= 0MI*VP(1,1P*VP(1 .2)

RATE2= 0M2*VP(l.2)*VP(1,3)

RATE3= OM1*YP(1.5)*YP(1.6)

RATE4= 0M2*VP(1.6)*VP(1,7)

RXN( 1)=-RATE1

RXN(2)=-RATE2 -RATEI

RXN(3)=RATE1 -RATE2

RXN (4) =RATE2

RXN(5)=-RATE3

RXN(6) =-RATE4-RATE3

RXN( 7) =RATE3-RATE4

RXN(8)= RATE4

c

C

00 10 K=1,4

10 DV(K)=RST*C(Ql/VILCAP)*(CIN(K)-VP(1 .K))*PSI2-(V2LCAP/

" V1LCAP)*(VPC1 ,K+4)-VP(1,K)))+RXN(K)

00 20 K=5,8

20 DV(K)=RST*((Q2/V2LCAP)*(CIN(K)-VP(1.K))*PSI2+(VlLCAP/

" V2LCAP)*(VP(1.K-4)-YP(1.K)))4-RXN(K)

IF(TP.LE.6.0D-03) GO TO 60

00 50 I=1,8

IF (VP(1.1) .LE. 1.00-15) DV(I)=DV(I)/10.ODO

IF (VP(1 1) .LE. 1.00-16) 0v(1)=DY(I)/100.000

50 IF (YP(lI).LE.1.0D-20) DY(I)=DV(I)/100.ODO

60 RETURN

END

%
%

%WA.

%

_-7.
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The phasic output of the pulsed Doppler Ultrasound Velocimeter

is sampled and processed by the microprocessor and mean and the root-

mean-square (r.m.s.) value of the signal are displayed in mV on the

microprocessor screen. These values are used in the equation below,

which is based on Equation (8) in the text, to calculate the mean and

r.m.s. velocities. Basically, it incorporates the conversion of the

Doppler shift, Afd, by the zero-crossing frequency meter to an analog "

voltage:

(1 KHz/0.25 volt) (u cm/s) • V(mV)
u(cm/s) (B.1) %(f KHz) (2 cos 6) (1000 mV/volt)

0

For the fully developed pipe flow experiments,

u = 153100 cm/s (value obtained from CRC handbook)
S S

= 430

4
f = 10 KHz

0

Then,

-3
u(cm/s) = 41.87 x 10-  (B.2)

can be used to calculate the mean velocities by substituting the mean %

output voltage (in mV) for V. For example, at Re = 8029, the mean

voltage V 1315 mV and correspondingly, the experimental mean velocity,

uexp 55.1 cm/s.

The calculation is a little different for the r.m.s. velocity. If

the turbulence field is isotropic, the measured fluctuating velocity

would be the same regardless of the angle at which the probe observes

the flow. This requires that for the r.m.s. velocity computations,

9 = 0. Equivalently,

%I I % .%

?,,L-_ ' . *3 . , '. . . . " : . _ .. . ..
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rms rms

= ~s 30. 62 x10- V r (B. 3)

The above equation yields the r.m.s. velocity when V is substituted A,
rms

in mV. Again, for Re = 8029 and V = 1315 mV, V equals 96 mV.

Then u = 2.9 cm/s and the turbulence intensity, u /U x 100,
rms rns exp

is 5.34 percent. -, . ,, "

- , . -.

"¢% 'r-

oi

0

% % V
A, ,
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ESTIMATION OF ERROR INTRODUCED 
BY APPROXIMATION IN

ABSORBANCE MEASUREMENTS 
"-

%'%

'.>:,.,

i'J.-,;,-.
",,,,, ,,'5

APPENDIX C

',,. . ,

SI A,,, ,, P

-NS

,..,.,S



146

0 0The calorimeter circuit gives an analog output, which is

XX X

proportional to 9 n(I /l ). I1 is the constant internal reference

0

time average should be taken only after a natural logarithm of the p.

signal is taken, i.e., 2n(l /1 ). Since Equation (16) (i.e. A

Zn(Io /I )) has been used to analyze the experimental data, it is

necessary to estimate the error introduced by such an approximation.

If Equation (12) (cf. Chapter IV) is rewritten as

x x
I X

7 - exp(a: RC + EsCs (C.1)
R R s s)

and the concentrations as

CR R + CR (C.2)

and WP

C C + C' (C.3)
S S S

(overbar denotes the time-mean value and prime denotes the fluctuating

component), then the following equation is obtained: %-%

o A,. - -,1
S  

."-- -.

0 exp(c C + 6sCs exp(: RC' + C ZCs) (C.4)
7 ~ R SX(~2 C Sa 5  'RR SS

Taking natural logarithm of two sidcs of the above equation, after they

are time averaged, results in

I.x x , - c 5 :.'.,

CR + FsC + nexp( RCR C+ sCs)] =A + A. (C.5)

- -
--... ..

R R S S R

-~P"
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A E RCR + EsZC (Equation (14)),

L= Zn[exp(m RC' + msC')] (C.6)-'V

and

mR R and m S Z (C.7) %

R: S

A series expansion of the exponential term in Equation (C.6) leads

to

A Zn[l + (mRCR + msC) + (mRCR + mSC) 2/2

+ higher order terms]

2 2

R 2S -22 n{ + - R2 +--C 5
2 + mRmsCRSC. (C.8) S

%'~

Estimates of r.m.s. concentration fluctuations are obtained from the

work of Keeler (1964). Keeler's reactor assembly was similar to the .
0

one used in this study in terms of the injector, grids and the tubular

reactor. He measured concentration fluctuation intensitv for an inert

tracer downstream of grid and found that for a mesh Reynolds number

Re 800 (M = 0.64 cm), the intensity decayed from about 10 percent

at 5 cm to 4 percent at 50 cm. The intensities were based on the mean

concentration, which was constant across the reactor. Based on these

results,

CR  0.15 C(t)C.9)

0

and

4
0
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C; 0.15 Csh(t) (C.10)

may be used as estimates of fluctuations where g(t) and h(t) are random Nor

functions of time which nodulate the respective amplitudes of C R and %

C;. Also,

Ig(t)l < 1

Ih(t)l < 1

and

g(t) = h(t) = 0.

The largest possible value of each term in Equation (C.8) can

now be estimated for the experimental concentration range, and the

magnitude of A calculated.

For Z = 0.001 m(gap of the fiber-optic probe),

2
ER = 2438 m /mol (A = 520 nm)

? 5
ES = 888 m-/mol

and typical concentrations

-- 3
C = CS = 0.07 mol/m 3

, ,
R S

A is 0.3 percent of A given by Equation (14). .-

Similarly, ::...

for R = 3216 m-/mol (Kozicki's value at A = 520 nm)

CS =1998 m-/mol

. = 0.001 m .5

and '

C = CS 0.15 mol/m3

A is 0.8 percent of A .
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Thus, it is reasonable to neglect A in Equation (C.5) and set .

0S
Zn(-) zA -+ E -

o RR S S

as is done in Equation (16) of the main text.

S

-- 9'

%

%:"

-"'.",

%

" % .9

%- . ,

° -, • • -. " - ° • " • " " " " % o. .. ." - . . " "." ". . • ". % ". . % ". . "- ". . " ". % % % "% "- ". . -€. . ". "%, ", p *- % - " .'- ..'- "- 9 "



150

J%.* '%

% %

N

APPENDIX D .. ..,

MEASUREMENT OF ONE-DIMENSIONAL TURBULENCE SPECTRUM 4
BY PULSED ULTRASOUND ",

..- -2

-...-" ,

• I1

APPENDIX]

MEAUREENTOFNE-IMESINALTURULECE PECRU



151

%/5kev t
The microprocessor (DATA 6000) provides the one-sided spectral-

density of the PUDV signal (G(f)) as a function of frequency (f). The

2units of G(f) are mV /Hz and that of frequency are Hz. The spectral

data needs to be normalized for comparison with the data of Garbini

et al. (1982). These researchers have compared their ultrasonic data

with their own hot-film anemometer data. The following normalization . -

(Equation (3.11) of the above reference) was used for their spectral

data, which are plotted in Figure 15:

E (k) SD (M)lU

2 22
u D 7 Tku Drms rms

where is the local mean velocity, kD is the magnitude of the ultra-

sonic wave vector (kD = 47rf /u ), u is the mean-square value of theV o s rms <_

velocity fluctuations, D is the pipe diameter, SD(a() is the two-sided

spectral-density of the detected velocity signal, with units of

2(rad/s) /(rad/s), and E (k) is the one-dimensional turbulence spectrum.

By definition (refer to Equations (2.3)-(2.4) of the reference), '-.

the one- and two-sided spectral densities are related by

SD(w) M (D.2)

The conversion of G(f) to G(W) is obtained as follows. The zero- .-..

crossing meter of the PUDV gives 0.25 volt as output voltage for every

Doppler shift of 1 kHz. Also,"%

• 0(rad/s) = 2Tr(rad) f (Hz) (D. 3) "-•-'

I-'V%
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Therefore,

(rad/s)2  1my2)

G(w) = G(f)(mV x }zHzkl(rad/s) Hz 0.25 volt x 3 )
10 mV/volt

.rad/s,
x 27T( ) =/ 32 TrG(f) (D.4)

Hz

Substituting Equation (D.4) into Equation (D.2), the following is

obtained:

S D() = 16Tr G(f) (D.5)

Equation (D.5) can now be used in conjunction with Equation (D.1) to

get normalized spectral density data. Note that the abscissa of

Figure 15 is the normalized wave number, which is related to frequency e

by

KD 2Tf (D.6)

For the fully developed pipe flow in this study:

D = 1.82 cm (pipe diameter), f = 10 MHz (carrier frequency .* ,.
0

of the PUDV), and u = 153100 cm/s (velocitv of sound in .

water at 11C).

The spectral data displayed in Figure 15 (circles) correspond to the -

numbers listed in Table D.1, and the associated V = 1081 mV and V -

rms

72 mV.

* ** ~• .**,% ,,

: xx -.N

- ,.ld . i . . .. . .. . ~ i i i i l. ... .0
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Table D. 1 
%

Centerline Spectral Density at Re 5900

f G(f) SD(0)U D

(Hz) ((mV) 2/Hz) KD 2 2
KD rms

13 664 3 0.081

21 510 5 0.062 0

30 472 8 0.057

40 320 10 0.039

51 255 13 0.031 0

61 178 15 0.022 -

70 133 18 0.016 .

80 96 20 0.012 6

91 84 23 0.010

101 55 26 0.007 ,

110 38 28 0.005

120 22 30 0.003

.0 %

-4

,Si
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Case 1: Honeycomb Turbulence

Range = 0.3487 volt Temperature = 25-26°C
(1.12 cm) U (or um) = 29.93xi0- 3 V (or V

Distance+ *
x PUDV Output U urms
(cm) V(mV) Vrms (mV) (cm/s) cm/s

1.9 30 27 0.90 0.81
43 26 1.29 0.78

4.4 36 23 1.08 0.69
31 26 0.93 0.78 " "

7.0 44 23 1.32 0.69
39 23 1.17 0.69

9.5 64 20 1.92 0.60
58 22 1.74 0.66

12.1 92 21 2.75 0.63
93 21 2.78 0.63

14.6 142 25 4.25 0.75
143 24 4.28 0.72

17.1 198 26 5.93 0.78
197 25 5.90 0.75

19.7 220 26 6.58 0.78
222 25 6.54 0.75

22.2 228 26 6.82 0.78 0
229 24 6.85 0.72

24.8 233 24 6.97 0.72
233 23 6.97 0.69

27.3 236 21 7.06 0.63
235 22 7.03 0.66

29.8 240 21 7.18 0.63
237 22 7.09 0.66

32.4 243 24 7.27 0.72
243 24 7.27 0.72

34.9 249 23 7.45 0.69
247 23 7.39 0.69

37.5 248 23 7.42 0.69
248 24 7.42 0.72

Rise velocitv of 8 17 0.24 0.51
bubbles under no 8 17 0.24 0.51
flow conditions

Downstream distance from the honevcomb.

Not corrected for noise; corrected value V - (V)rise velocity or 0
Vrms - (Vrms)rise velocity'

rmIrs
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Case 2: (Honeycomb + Injector) Turbulence

Range = 0.3487 volt Temperature = 25-26°C
(1.12 cm) U (or u rms) = 29.93xi0 - 3 V (or Vrms)

Distance+ ,

x PUDV Output U rms
(cm) V(mV) Vrms (mV) (cm/s) cm/s

0.6 222 39 6.64 1.17
227 39 6.79 1.17

1.3 227 38 6.79 1.14
228 35 6.82 1.05

1.9 236 34 7.06 1.02
233 41 6.97 1.23

3.2 231 30 6.91 0.90
237 30 7.09 0.90 S

4.4 229 27 6.85 0.81 .
227 28 6.79 0.84

7.0 237 27 7.09 0.81
240 26 7.18 0.78

9.5 249 25 7.45 0.75
242 25 7.24 0.75

12.1 253 25 7.57 0.75
251 23 7.51 0.69 ' .'*

14.6 252 25 7.54 0.75
248 25 7.42 0.75

17.1 257 24 7.69 0.72
255 23 7.63 0.69

19.7 258 26 7.72 0.78
254 25 7.60 0.75

Rise velocity of 9 17 0.27 0.51 .
bubbles under no 10 17 0.30 0.51
flow conditions -

+Axial distance downstream of the injector needle tips. " -'.-J*

Not corrected for noise. ., -,

01

. .p. P%
1

i._-'' , .', :. ,-' r ': ';-, , . ..,,,?. ..-. 5, _, i : ,,, , .-.- ,-.-'-.-..,.'.-,' -. , ,- -.',?i.-'.-.?.;,.,:
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Case 3: (Honevcomb + Injector + Screen (mI)) Turbulence

Range = 0.3481 volts Temperature = 25-26°C %
(1.12 cm) U (or ur) = 29.93x10- 3 V (or Vr)

rms rns)

Distance +  , u
x PUDV Output U rms

(cm) V(mV) V (mV) (cm/s) cm/s ..

0.6 236 53 7.00 1.59
239 52 7.15 1.56

1.9 226 35 6.76 1.05 •
247 33 7.39 0.99

3.2 225 29 6.73 0.87
229 29 6.85 0.87

4.4 234 25 7.00 0.75
233 27 6.97 0.81

5.7 227 29 6.79 0.87
235 25 7.03 0.75 .

8.3 243 22 7.27 0.66
245 22 7.33 0.66

10.8 245 24 7.33 0.72
243 22 7.27 0.66

13.3 248 23 7.42 0.69
251 22 7.51 0.66

15.9 248 27 7.42 0.81
253 26 7.57 0.78

18.4 251 26 7.51 0.78 ,
257 24 7.69 0.72

Rise velocity of 9 16 0.27 0.48
bubbles under no 11 18 0.33 0.54
flow conditions

+Axial distance downstream of the injector needle tips.

Not corrected for noise.

%% *-*

-. :.-.,.;.
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Case 4a: (Honeycomb + Injector + Screen (MI))
(Screen upstream of the injector)

Range = 0.3479 volts Temperature = 25-26°C
(1.12 cm) U (or ur) = 29.93x10- 3  (or Vm)

rms rins

Distance+ ,*,.
x PUDV Output U rms
(cm) V(mV) V (mV) (cm/s) cm/s

rms d

0.6 239 43 7.15 1.29 %

242 34 7.24 1.02 0

1.9 229 31 6.85 0.93
238 33 7.12 0.99-1 ,

3.2 241 28 7.21 0.84
3.2 241 24 7.21 0.72

4.4 254 24 7.60 0.72 A

255 28 7.63 0.84

5.7 245 25 7.33 0.75 %
253 23 7.57 0.69

8.3 248 22 7.27 0.66
242 24 7.24 0.72 -

". %

10.8 247 22 7.39 0.66
249 22 7.45 0.66

13.3 250 21 7.48 0.63 % %

245 24 7.33 0.72

15.9 255 21 7.63 0.63
255 22 7.63 0.66

18.4 253 25 7.57 0.75
259 23 7.75 0.69

Rise velocitv of 6 14 0.18 0.42
bubbles under no 7 15 0.21 0.45
flow conditions

,Axial distance downstream of the injector needle tips.

A Not corrected for noise.

W4,N,

-.---,' * p~~*4 . ,.,,-..:=2 "
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Case 4b: (Honeycomb + Injector + Screen (M1)) Turbulence
(Screen upstream of the injector) P

Range = 0.4750 volts Temperature = II°C
(1.52 cm) U (or u ) = 30.56 V (or Vr) cm/s

rms rms

Distance+ * h

x U Urms
(cm) V(mV) V (mV) (cm/s) (cm/s)

13.6 235 25 7.18 0.76
233 23 7.12 0.70
233 25 7.12 0.76

18.6 237 25 7.24 0.76
242 26 7.40 0.79
237 30 7.24 0.92

23.7 245 27 7.49 0.83
245 26 7.49 0.79
244 25 7.46 0.76

28.8 256 25 7.82 0.76
252 27 7.70 0.83
254 28 7.76 0.86

33.9 257 26 7.85 0.79
256 27 7.82 0.83
262 25 8.01 0.76

39.0 262 26 8.01 0.79
263 26 8.04 0.79
266 26 8.13 0.79 .

44.0 264 31 8.07 0.95
268 27 8.19 0.83
267 26 8.16 0.79

x = 39.0 cm

Radial
Distance
y (cm)

0.75 266 27 8.12 0.83
259 28 7.92 0.86
261 25 7.98 0.76

1.5 258 28 7.88 0.86
263 28 8.04 0.86
256 28 7.82 0.86

+Axial distance downstream of the injector needle tips. , ,

Not corrected for noise.
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1-Naphthol is a primary standard and can be directly used to

prepare a standard solution of it. As shown in Figure F.1, it has a

characteristic peak in its absorption spectrum at X = 245 nm (Na9CO3/

3
NaHCO buffer, pH = 10.00 ± 0.002, T = 298 K, I = 40 g ion/m). A3 %-

typical calibration data-set is listed below.

.A ".% .

Calibration of l-Naphthol Solution 0
(C 0.1998 mol/m

3 )
AO

SV2 CA Absorbance
2 at 245 nm •

(mol/m3 ) A

1600 100 0.0118 0.265

1600 100 0.0118 0.278

1600 200 G.0222 0.525

1600 200 0.0222 0.506

1600 300 0. 0316 0.726

1600 300 0.0316 0.721

1600 400 0.0400 0.916

1600 400 0.0400 0.936

V = Volume of the buffer.

V = Volume of the standard solution.

C = Concentration of the standard solution.
AO

= (C L+ 2 .
CA ,CAo% 2/ (v L +,)

7-- ,- ...-



162 .,-

ro

co
rCM

o
= -4-

E E ~
0 C 0

Lii T
>J

0I

-5 > ~CM
*1*

NM

0 L~
01) C~jS

6 6 N
30NV~wsN



163

A linear regression results in the following equation: .o

A = 23.0918 C A + 0.0009 (F.1)

This equation is then used to determine the concentration of a sample

taken from the feed tank A for a mixing-reaction run. Typically, the

absorbance of such samples, at 16:1 dilution with the buffer, was

found in the range 0.40-0.42, which corresponded to CA0 = 0.294 -

3
0.309 mol/m

0 ¢'-N

d- -

'.p

*." <-"

.-. ft

4,..s
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Experiment Colorimeter Output Date:
No. 8 V (mV) March 3, 1985

++

x (n) CR Cs
(cm) 450 470 490 520 545 3mol/m3

Reference 943 770 819 386

3.7 967 807* 865* 445 220 0.037 0.004

8.8 999 837 906 478* 267 0.054 0.025

14.0 1015 864 924 491 283 0.048 0.054

19.0 1027 875 942 526 293 0.070 0.047

24.0 1038 887 953* 534 319 0.077 0.054

29.0 1046 897 966 547* 319 0.077 0.065

Reference 942 774 823 178 S

Exit 1 1111 982 1012 770 444

Reference 937 775 755 476 174

Exit 2 1122 1005 1042 815 476 0

Reference 931 774 758 487 172 0. .

Exit 3 1103 985 1017 786 449

Reference 928 774 757 488 171

R 654 836 1119 1369 1224 S

(mV/moi/m 3

s 857 903 916 819 800 . -

(mV/mol/m 3 )

Injector clogged, hence purged with high flow of B.

+Obtained by regression with MINITAB.

, % .

INI%
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Experiment Colorimeter Output Date:
No. 9 __ (mV) March 9, 1985 *,Y,

x X (nm) CR CS
(cm) 450 470 490 520 545 3

(mol/m)

Reference 934 769 749 485 177

3.7 970 814 791 527* 232* 0.005 0.038

8.8 997 842 835* 570 260 0.035 0.046

14.0 1004 850* 846 586 278 0.053 0.038

19.0 1021 870 867 615 298 0.064 0.050

24.0 1029 886 876 629 311 0.069 0.058

29.0 1034 893 895 631 297 0.083 0.054 X

Reference 941 773 755 494 177

Exit 1 1104 975 997 774 438 S

Reference 943 779 753 498 179

Exit 2 1100 972 991 772 433
0.165 0.058

Reference 943 777 754 497 180 WW

Exit 3 1095 963 979 759 422 0

Reference 942 779 754 496 180 .

R 654 836 1119 1369 1224 -C..

3(mV/moci/m 3 )

s 857 903 916 819 800

(mV/mol/ ) -

, .,.. 
",,..", ,,-*

Injector clogged, hence purged with high flow of B.

+Obtained by regression with MINITAB.

%.

- - -~~I 91~ 4*** C *~-':--'-- ..
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Experiment Colorimeter Output Date: 6

No. (m1) March 31, 1985v(my)

x X(n) CR CS"9'.
(cm) 490 520 545 450 470 (mo/ 3r <-'S

Reference 937 563 395 1025 856

3.7 984 635 443 1055 0.032 0.008

8.8 1021 644* 480 1080* 0.055 0.020

14.0 1045 684 511 1096 0.075 0.023 '

19.0 1064 702 526* 1114 959 0.075 0.044
. 0'S.

24.0 1069 722 531 1123 968* 0.070 0.057

29.0 1080 735 544 1128 976 0.083 0.054

Reference 946

Exit 1 1234 890 682 1213 1080

Reference 959 580 402 1038 861 .Pe,

Exit 2 1227 883 678 1208 1071 C.-,
SO~. 194 0. 061 .'

Reference 953 580 402 1037 862,-..'..

Exit 3 1243 906 696 1221 1089

- Reference 958 577 401 1039 862

kA
R 1119 1369 1224 654 836

(mV/mol/m3 )

S 916 819 800 857 903

3
(mv/mo l/m 3 )

Injector clogged, hence purged with high flow of B.

+S
+Obtained by regression with MINITAB.

% lo

**',. S *S%
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Experiment Colorimeter Output Date: ,,,,
No. 12 - April 2, 1985

V (mV)

x X(nm) CR  C S
(cm) 490 520 545 450 470 emol/m3

Reference 1121 982 463 1033 1039

14.6 1264 1143" 606* 1124* 1120* 0.090 0.039

19.7 1274 1154 613 1134 1134 0.094 0.046

24.8 1284 1161 624 1144 1149 0.093 0.058

29.9 1286 1162 638 1141 1136" 0.106 0.045

34.9 1295 1176 652 1149 1146 0.115 0.046

40.0 1296 1174 647 1151* 0.108 0.055

Reference 1130 988 470 1035
,%

Exit 1 1207 969 747 1216 1074

Reference 934 666 468 1035 855 0. 179 0. 077 . ' ".

Exit 2 1207 973 753 1222 1074 0.179 0.077

Reference 933 664 471 1038 857

k R 1119 1369 1224 654 836

3(mV/moo/m 3 )

ks 916 819 800 857 903

(mV/moi/m
3 )

Injector clogged, hence purged with high flow of B.

+Obtained by regression with MINITAB.

0

* .. .--.-. *~ ~ **~~~ *'*~*P%' " .' JC •%l

e ,%.%#
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Experiment Colorimeter Output Date:

No. 13 (m ) April 3, 1985 %

_ + + -

x 40(nm) CR CS
(cm) 490 520 545 450 470 (mol!m3

Reference 781 425 230 992 981

14.6 913 576* 382* 1085" 1083 0.089 0.038

19.7 926 598 386 1101 1099" 0.090 0.053

24.8 943 613 403* 1108 1105 0.102 0.054

29.9 946 621 411 1116* 1119 0.104 0.060

34.9 949 620 422* 1120 1133 0.103 0.065

40.0 951 631* 438 1122* 0.108 0.068

Reference 787 430 241 994

Exit 1 1154 742 524 1176 1041

Reference 883 435 240 992 823 0.80 0.7i. . 0.180 0.075,

Exit 2 1151 738 521 1170 1039

Reference 879 436 240 995 821 %

R 1119 1369 1224 654 836

(mV/moi/m3) 34-

k S 916 819 800 857 903

(mV/mo/m 3 ) 0

Injector clogged, hence purged with high flow of B.

+Obtained by regression with MINITAB. -

e 'e

0

A,, , ".,Z , " . .. ,,.,,.','...,, ;.v .".-.",. -',' , .', . . ,'-, ;' ."," ."..'. '".',",-
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Experiment Colorimeter Output Date:
No. 16 V (mv) April 16, 1985

+-. +

x X (nm) CR CS '

(cm) 490 520 545 450 470 R /3
(mol/m)

J • • '

Reference 476 283 1009 835

14.6 1042 639 449 1114 969 0.088 0.061

19.7 1043 685 464 1128 978 0.102 0.062

24.8 1046 685 473 1139 983 0.115 0.062

29.9 1080 701 484 1147 1002 0.120 0.072

34.9 1083 697 498 1151 0.119 0.078

40.0 1076 710 516 1160 0.129 0.079

Reference 879 483 284 1011 840 ", .

Exit 1 1179 859 647 1243 1116

Reference 835 481 285 1011 840

Exit 2 1179 865 645 1242 1120
0.216 0.107

Reference 842 481 312 1011 838

Exit 3 1182 868 629 1243 1121

Reference 844 479 329 1012 838

kx

R 1119 1369 1224 654 836

(mV/mol/m3)

S 916 819 800 857 903

(mV/mol/m3)

+Obtained by regression with MINITAB.

"%

,8.'
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Experiment Colorimeter Output Date:

No. 19 y (mV) April 23, 1985

+ - +

x X (nm) CR Cs
(cm) 490 520 545 450 470 (mol/m3

Reference 376 215 983 815

14.6 1025 569 377 1083 928 0.094 0.090

19.7 1039 564 399 1101 945 0.100 0.105

24.8 1044 580 418 1113 962 0.115 0.103
9?

29.9 1055 600 423 1130 974 0.119 0.120

34.9 1075 606 429 1133 986 0.115 0.135

40.0 1072 614 452 1141 997 0.114 0.149

Reference 870 387 225 993 815

Exit 1 1287 843 642 1270 1154 •

Reference 876 391 221 990 822

Exit 2 1266 828 631 1256 1138 ".3 0?". . .231 .222,,.'

Reference 875 398 222 991 821

Exit 3 1257 817 619 1249 1131

Reference 872 395 221 991 816

R 1088 1322 1166 612 790 P
3

*, (mV/mol/m3)

S 605 547 543 546 602
3(mV/mol/m3)

obtained by regre-ssion with MINITAB.

~~. ¢..n

,r 
. , %
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Experiment Colorimeter Output Date:
No. 20 7 (V) April 26, 1985

+ +I

x A(nm) CR S
(cm) 490 520 545 450 470 3

(mol/m)

Reference 804 787 301 994 815

14.6 981 969 463 1107 945 0.099 0.093

19.7 994 980 480 1121 966 0.095 0.127

24.8 1012 999 511 1126 986 0.108 0.133

29.9 1016 1014 511 1133 979 0.129 0.106

34.9 1.017 1020 511 1145 999 0.106 0.158

40.0 1035 1029 526 1150 1000 0.121 0.150

Reference 816 791 309 996

Exit 1 1302 972 695 1270 1150 S

Reference 902 520 275 1002 819
0.260 0.200

Exit 2 1302 970 691 1270 1143

Reference 904 519 273 999 820

k. 1088 1322 1166 612 790

3
(mV/mol/m )

k
ks 605 547 543 546 602

(mV/mol/m3 ) S

Obtained by regression with MINITAB. ..

% 
.

* .I%
.1 CA
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Experiment Colorimeter Output Date:

No. 22 V- (mV) May 4, 1985 01

X(nm) CR CS

(cm) 490 520 545 450 470 (mok/n 3

Reference 919 560 306 1042 870 •

5.1 1006 663 399 1087 935 0.087 0.000

10.2 1038 688 437 1117 973 0.0773 0.041 'W

15.6 1079 725 464 1144 994 0.093 0.061

20.7 1093 746 484 1163 1007 0.099 0.077

25.8 1110 770 503 1167 1022 0.123 0.064

30.9 1128 770 518 1183 1035 0.102 0.113

Reference 929 559 311 1044 884

Exit 1 1357 1001 715 1305 1168 S

Reference 966 569 317 1054 866

Exit 2 1350 1002 717 1294 1.170

Reference 965 567 316 1049 869 0.257 0.125

Exit 3 1347 997 712 1289 1167 S

Reference 965 567 317 1040 864

R 1112 1360 1193 650 830

3
(mV/mol/m3 )

k
s 744 716 704 657 723

3
(mV/mo1/m )

Obtained by regression with MINITAB.

V• V. % %

1, '. 4
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Experiment Colorimeter output Date:
No. 23 v(m)May 6, 1985

x X(nm) CR
(cm) 490 520 545 450 470 (m 3r

Reference 892 602 367 1036 859

5.1 975 682 464 1095 928 0.033 0.053

10.2 1037 749 520 1131 975 0.080 0.064 J

15.6 1070 802 567 1167 1007 0.106 0.082

20.7 1104 841 590 1179 1038 0.130 0.087

25.8 1132 860 616 1194 1074 0.123 0.134

30.9 1171 887 651 1219 1094 0.135 0.152

Reference 893 604 380 1044 870

Exit 1 1318 1096 815 1324 1205

Reference 897 617 379 1044 867

Exit 2 1337 1113 834 1335 1217

Reference 897 617 379 1042 867 0.7 016

Exit 3 1339 1120 840 1339 1222

Reference 899 620 377 1041 869

1112 1360 1193 650 830

(mV/molrn 3
kS

S 744 716 704 657 723
3(mV/mourn

+
Obtained by regression with MINITAB.

%.* .. e.

5, '

%.
5. .1%]
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Experiment Colorimeter Output Date:
No. 25 -- (my) May 9, 1985

++

__(m) R S
(cm) 490 520 545 450 470 (m3/)

Reference 897 464 252 1019 848

4.1 1083 678 453 1142 997 0.129 0.066

9.2 1122 697 469 1155 1007 0.140 0.059

14.3 1126 720 495 1184 1036 0.129 0.115

16.8 1142 721 507 1176 1041 0.127 0.112

19.3 1151 730 506 1184 1044 0.131 0.115

24.5 1156 741 511 1189 1060 0.139 0.122

Reference 894 474 255 1024 858

Exit 1 1252 869 625 1241 1131 •

Reference 875 444 232 994 823

Exit 2 1251 867 627 1242 1127 0.

Reference 877 442 232 991 825 0.3..4

Exit 3 1255 867 627 1243 1130 5

Reference 876 444 231 995 825

X
kR 1112 1360 1193 650 830

(mV/moi/m3 )

S 744 716 704 657 723
3(mV/mol/m )

+Obtained by regression with MINITAB.

-I::;

o...
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Experiment Colorimeter Output Date:
No. 26 (mV) May 13, 1985

x X(nm) CR CS
(cm) 490 520 545 450 470 (mol/m") 'I

Reference 823 412 238 990 827

4.1 1007" 626 433 1112 955 0.127 0.053

9.2 1025 646 451 1135 987 0.124 0.083

14.3 1052 671 464 1149 994 0.128 0.108

16.8 1058 684** 496 1149 996 0.151 0.084

19.3 1074 682 483 1152 1016 0.146 0.094

24.5 1078 687 487 1163 1015 0.143 0.105

Reference 832 424 242 999 829 ,

Exit 1 1247 803 602 1217 1101

Reference 902 417 239 987 822

Exit 2 1255 812 609 1223 1105 0.218 0.143

Reference 897 414 241 987 820

1112 1360 1193 650 830 "

3p(mV/mo 1/m3  ,-

S 744 716 704 657 723 .,,

(mV/mol/m3 )

+Obtained by regression with MINITAB. .. ~ .

One bubble on the screen.
** 0

Two bubbles on the screen; effectively 10 percent screen blockage.

% -

,0
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Experiment Colorimeter Output Date:
No. 27 V (mV) May 14, 1985

-+ - +

x X(nm) CR CS
(cm) 490 520 545 450 470 ( /)

** ,. -

Reference 875 389 199 975 815 0
4.1 1046 591 397 1090 955 0.115 0.057

9.2 1075 619 416 1049 968 0.152 0.036

14.3 1087 639 435 1120 992 0.144 0.074

16.8 1086 649 453 1131 1007 0.132 0.106

19.3 1099 649 454 1133 1012 0.127 0.115

24.5 1107 660 454 1137 1011 0.148 0.096

Reference 877 399 204 Q83 819 %

Exit 1 1224 780 560 1212 1092 S

Reference 884 399 203 979 817

Exit 2 1230 787 565 1212 1096

Reference 885 397 203 977 815 0.212 0.147 * .

Exit 3 1235 793 579 1211 1104

Reference 884 399 202 977 817

kR 1112 1360 1193 650 830

(mV/mol/m)

s 744 716 704 657 723

3
(mV/mo/m ) ..-

+Obtained by regression with MINITAB.

Two small bubbles on the screen.

Four small bubbles on the screen.

Six small buLbles on the screen.

i%
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Experiment Colorimeter Output Date:

No. 28 () May 17, 1985
V (mV)

5(nm) CR CS

(cm) 490 520 545 450 470 (mo/ 3 )

Reference 849 442 218 982 620

4.1 1007 654 434 1115 984 0.157 0.046

9.2 1042 655 430 1119 1000 0.132 0.087

14.3 1035 651 444 1123 1005 0.148 0.075

16.8 1043 666 445 1128 1011 0.129 0.101

19.3 1059 662 450 1136 1002 0.140 0.091

24.5 1047 683 457 1137 1015 0.143 0.097

Reference 855 455 217 983 827

Exit 1 1243 903 640 1244 1143 S

Reference 847 452 219 980 816

Exit 2 1255 914 650 1254 1151

Reference 849 453 210 981 820 0.248 0.172

Exit 3 1262 919 657 1259 1159

Reference 849 452 215 980 819

k..

R 1112 1360 1193 650 830

(mV/mol/m

x 
ks 744 716 704 657 723 .£3

(mv/mo/m )

+Obtained by regression with MINITAB. •

S. ...

5. 0-
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Experiment Colorimeter Output Date:
No. 30 Mav 21, 1985

V (mV)

x (nm) CR CS

(cm) 490 520 545 450 470 (mo3/m3

Reference 547 375 178 934 770

4.1 761 590 357 1050 925 0.117 0.072

9.2 784 602 388 1061 931 0.141 0.054

14.3 770 610 395 1082 944 0.059 0.189

16.8 788 604 390 1083 949 0.098 0.140

19.3 613 403 1079 950 0.098 0.140

24.5 613 399 1075 942 0.112 0.112

Reference 394 184 937 777

Exit 1 1117 828 596 1192 1085 S

Reference 725 380 171 936 773 .. ,

Exit 2 1140 851 617 1214 1111 0.216 0.215

Reference 731 334 177 936 767

1148 1384 1156 672 853

(mV/mol/m
3)

s 732 733 688 570 655 J ,

lmV/mol/m 3) 3

+Obtained by regression with MINITAB. .. , P

%
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Experiment Colorimeter Output Date:

No. 31 V (mV) May 23, 1985

C C VX
AXflnf) R S

(cm) 490 520 545 450 470 (1/m3

Reference 839 409 149 918 769

5.1 1045 673 397 1047 938 0.193 0.023

10.2 1090 739 435 1090 979 0.215 0.052 %

15.6 1116 757 466 1111 1012 0.192 0.127

20.7 1138 757 472 1115 1020 0.171 0.160

25.8 1134 776 482 1119 1034 0.195 0.146 N, V

30.9 1127 782 485 1122 1037 0.199 0.146

Reference 846 397 152 90? 767

Exit 1 1260 800 592 1185 1085 S

Reference 864 349 168 922 763 -p.-..

Exit 2 1266 802 597 1186 1087 0.215 0.210
Reference 864 350 167 922 763

Exit 3 1265 802 592 1185 1087

Reference 865 350 167 922 764

kR 1148 1384 1156 672 853

(mV/mol/m 
3

X0
kS 732 733 688 570 655

(mV/mol/m3

+Obtained by regression with MINITAB.

IL
%.I. '
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Experiment Colorimeter Output Date:
No. 32 VX (mV) May 24, 1985

G 1C

X k (nm) R S
(cm) 490 520 545 450 470 /3

Reference 772 452 209 931 762

5.1 983 707 444 1066 931 0.152 0.053 -

10.2 1047 763 497 1103 973 0.173 0.096

15.6 1070 792 527 1117 995 0.188 0.104

20.7 1072 745 532 1128 998 0.174 0.132 0

25.8 1071 806 532 1130 1003 0.189 0.119

30.9 1081 807 544 1.140 1016 0.163 0.170

Ref erence 460 212 935 767

Exit 1 1160 904 626 1186 1075

Reference 777 462 216 934 764

Exit 2 1162 906 629 1189 1077
0.222 0.183%*.-

Reference 777 462 219 935 765 % O

Exit 3 1161 903 627 1189 1076

Reference 776 460 216 935 764

R 1148 1384 1156 672 853 W,

(mV/mol/m 3

S 732 733 688 570 655

(mV/mol/m3 )

+Obtained by regression with MINITAB.

A':
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Experiment Colorimeter Oupt ae

N.3 (mV) May 26, 1985

IL.h

x -+ R +

(cm) 490 520 545m CR047 3
545 40 470(mourn

Reference 850 46 26 948 780

5.1 1081 646 464 1090 949 0.112 0.116

10.2 1126 726 523 1125 997 0.174 0.102

15.6 1153 741 546 1145 1018 0.155 0.161

20.7 1152 746 551 1146 1024 0.158 0.163

25.8 1153 758 557 1150 1034 0.165 0.164

30.9 1161 758 571 1155 1028 0.164 0.164

Reference 858 412 240 950 782

Exit 1 1244 913 620 1191 1070 0

Reference 872 497 236 950 774

Exit 2 1246 914 624 1193 1073

Reference 872 497 235 950 775 0.200 0.193

A %

Exeimt C1244i93 t63 1194u 1072::'

(m )4(mV/mo3) 

S 732 733 688 570 655

3
(mV/mourn

+Obtained by regression with MINITAB.

25. 113 58 57 115 134 .15 .14 - €-"
30.9116 758 571 1155 102 0. 64 .16 ,OO,' ,0

Refeence 858 12 20 95 782Pd,

Exit1 144 93 60 111 170 O

Refeence 872 97 26 95 774,-'.5,

Exit2 126 91 624 1193 107



183

1W

Experiment Colorimeter Output Date:
No. 34 (mV) June 14, 1985

-+ - +
x X(nm) R S

(cm) 490 520 545 450 470 3
(mourn

Reference 848 531 244 955 790

4.0 911 607 318 997 839 0.057 0.000

9.1 957 650 345 1024 875 0.063 0.047

14.1 982 687 383 1046 905 0.082 0.064

16.7 697 392 1054 910 0.087 0.072

19.2 699 406 1061 918 0.084 0.090 %

24.3 720 422 1076 937 0.086 0.116

Reference 855 540 243 966 797

Exit 1 1329 972 749 1284 1182 6

Reference 859 450 257 970 802
Exit 2 1332 973 752 1288 1184

Reference 858 453 264 967 802 0.258 0.276 -.

'ipt A 1312 977 755 1285 1186

Reference 858 449 263 971 799 %

1117 1342 1186 645 818

(mVmo 1/M 3)I

3v
s 670 641 608 543 622

(mV/mol/m

+Obtained by regression with MIINITAB.
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Experiment Colorimeter Output Date:

No. 35 0 (mV) June 17, 1985 -

x X(nm) R
(cm) 490 520 545 450 470 3

(mol/M)

Reference 740 645 248 927 752

16.1 806 708 320 965 300 0.058

21.2 815 735 323 978 809 0.065

26.3 819 738 332 982 815 0.071 0

32.4 816 741 335 983 822 0.073

37.5 827 739 343 991 821 0.077

41.5 835 746 341 982 823 0.080

Reference 742 646 249 930 755 0

Exit 1 890 802 383 1012 854 C

Reference 767 659 252 933 755

Exit 2 892 804 387 1014 855

Reference 766 658 252 933 757 0.113

Exit 3 891 805 387 1014 856

Reterence 766 657 252 934 757

R 1117 1342 1186 645 818 •

(mVimoi/m •_-._.-._,

+Obtained through approximate analysis.

S..%.

J. f.
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Experiment Colorimeter Output Date:
No. 36 V June 18, 1985

,\(nrn) CR
(cm) 490 520 545 450 470 3

(molrn )

Reference 738 587 151 910 743

16.1 821 668 235 961 798 0.071

21.2 828 667 238 962 804 0.075

26.3 829 677 245 968 810 0.080 0

32.4 832 681 251 972 820 0.086

37.5 837 688 252 910 812 0.086 .

41.5 837 687 254 979 819 0.089

Reference 742 582 153 915 745 ,

Exit 872 745 297 996 853

Reference 745 595 157 913 748 .

Exit 2 875 747 299 995 855

0.118•
Reference 745 593 159 912 750 0.118

Exit 3 876 745 300 999 855

Reference 746 593 158 914 751

k
R 1117 1342 1186 645 818 B

(mV/mo l/m3 * -..

Obtained through approximate analysis.

"%,

-S:
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Experiment Colorimeter Output Date:

No. 37 (mV) June 19. 1985

x X (nm) R
(cm) 490 520 545 450 470 3

(mourn

Reference 787 534 159 913 742

16.1 859 615 224 956 797 0.061 16,

21.2 862 608 240 962 803 0.070 ,

26.3 869 62/ 249 967 810 0.077 O

32.4 872 632 259 973 817 0.082

37.5 878 645 256 973 815 0.084

41.5 883 635 262 981 819 0.088

Reference 788 537 158 915 744 •

Exit 1 1102 534 303 1002 858

Reference 971 382 162 919 754

Exit 2 1100 535 305 1003 857 .- -

Reference 969 381 162 919 754 0.119

Exit 3 1100 534 304 1004 859

Reference 971 381 162 919 754

R 1117 1342 1186 645 818 S
3

(mV/moi/m )

+Obtained through approximate analysis.

%"ANN-


